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Abstract

This dissertation is a study on variational data assimilation. Motivation for
the subject is given in the Introduction. The mathematical background needed is
given in Chapter 2. This followed by an examination of the minimisation procedure.
Chapter 4 considers data assimilation on a discretisation of the Lorenz equations.
It was shown that the time period over which data assimilation is successful may be

extended by applying time-varying weights to discrete system.
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Chapter 1

INTRODUCTION

This dissertation is primarily about the application of data assimilation to various
models, including the Lorenz equations. Data assimilation, as its name suggests,
involves using observed data to find a solution to some model. The model usually
consists of a set of differential equations whose general solution portrays the preva-
lent dynamics of the system being studied. The data is used to identify initial values
that define a particular solution, in which comparable solution values and observed
data are in some sense consistent to one another.

From diverse fields in engineering to problems in meteorology and oceanogra-
phy, the practical importance of developing data assimilation techniques cannot be
overemphasised. This is particularly true in areas such as oil recovery, meteorology
and oceanography where there is insufficient data to find the the exact true behavior
of a given model. The data assimilation problem has created new and interesting
challenges for the applied mathematician.

A few of thse challenges can be identified by considering the applications and
difficulties of the data assimilation in meteorology and oceanography. In mete-
orology the most pressing concern is to forecast - to predict future events from
data/observations in the past. The model differential equations which describe the

dynamics of the atmosphere are adequately representative of the dynamics that oc-
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cur. The aim is to use past data in such a way as to cover the inadequacies in the
differential model equations caused by having insuficient data to acccurately specify
the initial conditions.

For oceanography, the general emphasis in usage is different. Forecasting though
as ultimate aim is only presently being used to predict seasonal and interannual time
scales in the tropical ocean and for short range forecasting for navies, fisheries and
off-shore drilling. Unfortunately at present the forecasts are quite inaccurate unlike
those in meteorology. The model equations do not adequately represent the true
dynamics of the system. Thus data assimilation is used as a techinque to determine
the specific inadequacies of the model equations so that they can be rectified in the
future by the consideration of additional parameters.

The techniques used in meteorology and oceanography will be different.(Ghil et
al.1991) This is due to the inherent differences in the problems considered. There
is far less data availiable in oceanography, and the data by itself is insufficient to
model the complex changes that occur. The current aim is to optimise the usage
of the data so that the model equations can be improved upon. Added complexity
arises from the fact that many of the variables demanded by the model equations can
only be indirectly measured. For example in oceanography velocity components are
needed. These have to be calculated from other variables such as surface height or
wind stress. In many cases the relationship between direct and indirectly observed
variables is not precisely known. Thus different techiniques need to be used in both
meteorology and oceanography and techniques used in meteorology will need to be

adapted and reinterpreted to be used in oceanography.

The aim of this chapter is to describe the data assimilation problem and briefly
show how the method used to solve this problem in this dissertation relates to other
approaches in the field. This will not only reveal the variety of approaches that exist
but also the general terminology used within the subject area. This is followed by

a brief synopsis of what is being covered in this dissertation.
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1.1 The Data Assimilation Problem

1.1.1 The continuous problem

The continuous data assimilation problem is defined as

Problem 1 Minimise cost functional

tr 1
Jg=[" 5 (& — C2)"D(& - Ca)dt, (1.1)
to
subject to the constraints
g(@,t) — (1) =0, (12)

throughout the time interval

t € [to, ty] (1.3)

where &(t) is a (n x 1) real C* vector function of observations and x(t) is a

(m x 1) real C* vector function satisfying the model equations ( 1.2).

The (n xm) matrix C relates observations to the solutions of the model equation.
The variables used to observe the data may well be different to those described by
the model equations.

The (n xn) matrix D is assumed to be symmetric positive definite. The symmet-
ric positive definiteness guarantees that the cost functional J has a unique value.
It is used as a weighting function so that more credulence can be placed on some
observational parameters than on others.

Problem ( 1) can be considered equivalent to finding an appropriate value of o
so that the initial value @(to) = o determines a solution to the model equations
( 1.2) that minimises the cost functional J in ( 1.1) throughout the time interval

i€ [to,tf].
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1.1.2 The discrete problem

The discrete data assimilation problem is

Problem 2 Minimise
i=N-1 1
J=3 5(5;,. — Cx;))"D(&; — Ca))At (1.4)
=0
subject to the constraints
g(x;)) —xiy1 =0 (1.5)
fori=0,1.N -1
where @; is an (m x 1) real vector representing the model solution at t; and g is

a nonlinear vector function which gives the value of the model solutions at the next

time step, ®;y1 at tiyq.

The terms used in the discrete problem &,a,C, D are similar to those in the
continuous one. There is also a measure of similarity between the two problems. As
in the continuous problem, the discrete problem can be considered in a different way.
It is equivalent to finding an appropriate value of o so that the initial value ¢ = «
determines a solution to the difference equations ( 1.5) that minimises the objective
function J in ( 1.4). In Chapter 2 further similarities between the discrete and

continuous problems will be shown.

A variational approach will be used thoughout this dissertation. This involves
minimising an objective function J subject to satifying the model equations exactly.
The objective function/cost functional is a measure of the discrepancy between the
data and the solution considered. The precise details of how this are done is left to
Chapter 2.

Satisfying the model equations exactly while performing the minimisation on
J is called the strong constraint approach (Sasaki, 1969). One can incorporate

error terms in the model equations (Griffith and Nichols, 1996). This allows greater



freedom to be introduced into the solution. This is consequently called the weak

constraint approach.

1.2 Other Approaches

Although a variational approach is being used, one can also rephrase the problem in
a number of ways to accomodate differing subject areas such as probability theory

and control theory. This all adds to the richness of the topic.

(). Other than the variational approach there are two general approaches which
have been popular. The simplest of these is to insert observational data values
into the model and then use some smoothing method to obtain a solution (anal-
ysis) possibly through the use of polynomial splines. Combining some prior
estimate with actual observational data in some way that is consistent with
the model equations to form a new estimate is called ‘the analysis’ (Cressman,

1959). This is the main stage in the data assimilation process.

A purely statistical approach can be used. One such technique is called Op-
timal Interpolation (Lorenc, 1986), (Ghil et al., 1991). It presumes that the
prior estimate values and the observational data are both inaccurate to certain
tolerances. The tolerances can be described by a measure called the variance
which accounts for how the probability varies around the mean data value.
Through the use of Baysean statistics the ‘likeliest result’ is found which is
consistent with both data and model values but also with their variances. In
other words the analysis values are those which are consistent with model and

data values and have the smallest variance possible.

The problem with the former approach is that it is too simplistic and may
place too much weight on the observed data. The later approach is a good

one. However it does presume that the variances for each variable are known



which is not always true.

(ii). In this dissertation the minimisation between model and data values occurs
stmultaneously across the whole assimilation time period. The consequence is
that all the data within the time period iteracts with itself making the analy-
sis at any time, dependent upon both past and future information within the
assimilation time interval. Any scheme which exhibits this property is con-
sidered to be 4-D (Talagrand, 1991). A 4-D scheme which is both variational
and statistical in nature is at present being assembled by the Meteorological

Office to produce improved forecasts.

In contrast, schemes in which comparisons between the model and data values
occur independently at specific points in time are called 3-D. Whether a 4-D

or a 3-D scheme is used depends on the problem considered.

1.3 Summary of Thesis

Chapter 2 covers the necessary mathematical background needed. It details the
necessary conditions for a minimum. The solution of adjoint equations are shown to
satisfy the necessary conditions for a miminum under a constraint. This is applied
to the case where the observational data and model equations are continuous as well
as discrete. The conditions are written in such a form that they readily adapt to
systems of equations.

Chapter 3 explains the minimisation procedure . This is followed by a number of
numerical experiments applied to a scalar model and a linear system of two coupled
first order differential equations. In both cases the numerical procedure used to solve
the differential equations is the modified Euler scheme . A few insights are given
into the properties of the minimisation procedure.

Chapter 4 gives a brief discussion of the Lorenz equations. Data assimilation is
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performed upon this system using the same numerical scheme as before. Amongst
other results, the application of time-varying weights to the system allows an increase

in the size of the time interval over which data assimilation is successful.
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Chapter 2

MATHEMATICAL
BACKGROUND

2.1 Overview of Chapter

The aim of this chapter is to develop sufficient mathematical theory to be able to
adequately derive the necessary conditions needed to solve the data assimilation
problems described in Chapter 1.

It is instructive to start from a broader perspective and to consider minima
in general. Minimisation subject to satisfying some model equations exactly can
be done through the well known method of Lagrange multipliers. This effectively
transforms the problem from one that is explicitly constrained by a set of model
equations to an associated easier problem in which the model equations are intrin-
sically incorporated into the objective function which is unconstrained. From this
associated problem, the necessary conditions needed for a minimum can be obtained
for both the general discrete and continuous problems in the consequent derivation
of the Euler-Lagrange Equations. In presenting both the discrete and continuous

problems together, the similarities between the two problems will be revealed.
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The general results are readily applied to the two data assimilation problems.
Three examples are presented: a scalar continuous example, a scalar discrete ex-
ample and a second order discrete example. The first two examples show that
discretising the necessary condition known as the adjoint equation in the continuous
example is not in general the same as the equivalent condition in the discrete ex-
ample. However as the size of timestep in both disretisations tend to zero, the two
discretisations of the adjoint converge to the same result. The discrete examples

are used in an examination of the numerical optimisation procedure presented in

Chapter 3.

2.2 Preliminaries

The data assimilation problem as described in Chapter 1 has been formulated as
a variational problem. General continuous and discrete variational problems are

stated below.

A general continuous problem can be described as
Problem 3 Minimise the cost functional
b
K=/[" F(a,t) (2.1)
to
subject to the constraint equations

& =g(e,t) (2.2)

where g is a vector of n continously differentiable real functions from R™ X [to, 1]
to R assuming Vgg(x,t) is linearly independent for all (x,t) belonging to R™ x

[th tf ] g
Similarly, a general discrete problem can be described as
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Problem 4 Minimise the objective function
t=N-1

K= Z: F(@i, t:) (2.3)

subject to the constraints

iy = g(@i, 1) (2.4)

It makes sense to now describe the two general variational problems and the

associated terminology.

The definition for a local optimum of K folllows.

Definition 1 The cost functional/objective function K has a local optimum at u*
if there exists € > 0 such that K(u) — K(u*) is of just one sign for all u such that

[lu —u*|] <e.
The first variation of K at u*, written as 6KC(u*, éu) can be expressed as
0K = K(u* + bu) — K(u*) (2.5)

where éu is some small perturbation in direction du with magnitude ||6ul].

For the general nonlinear function K to have a local optimum at u*, the necessary
condition is that 6K = 0 V éu such that ||éu|| < €. A curve which satisfies the
necessary conditions in the continuous case is called an extremal. The same term
is given to a sequence of values from ¢ = 0 to 7 = N — 1 which satisfy the necessary
conditions in the discrete case. To guarantee that a extremal gives a local minimum,
the Hessian of K needs to be positive definite for all pertubations éu) in the local
neighbourhood of u*. If the Hessian is positive semidefinite no conclusions can be

reached, while if it is indefinite, the minimum does not exist at u*.
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2.2.1 Minimisation with/without constraints

Problems 3, 4 are constrained minimisation problems and can be solved by con-
verting them into unconstrained problems. This can be done using the method of
Lagrangian multipliers. As mentioned in the introduction to this chapter, this in-
volves dealing with another problem where the constraints are a part of the cost
functional/objective function £ . As the constraints are no longer explicitly de-
fined, the new problems are unconstrained and consequently are far easier to solve,
numerically and analytically.

The alternate general unconstrained continuous problem corresponding to Prob-

lem 3 1is

Problem 5 Find an initial value x(0) to produce a solution to the model equation

( 2.2) and a continuous function I(t) that minimises
L), 60,100 = K+ [ 107 E®,)-e0) & (@6)
= [ e, 50,101, (2.7)

1 is a vector belonging to ™ whose components are Lagrangian multipliers ly, k =
p

1, o=, n.
Similarly, the general discrete problem correponding to Problem 4 is

Problem 6 Find an initial value Ty to produce a solution to the model equations

(2.4) and a set of parameters l; that minimise the cost functional

1=N-1
L@, @ig1, L, t) = K+ ), 17 .(g(=i,ts) — @ig1) (2.8)
=0
1=N-1
= > H@i @i, by, 1), (2.9)
=0
l;11 being a vector whose components are Lagrangian multipliers lyiyy), k =

Iy wie, 7 -
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It is possible to define Problems 5, 6 in the way described above, because it is the
initial value @¢ which determines the solution to the model equations and as such

is the only degree of freedom available.

2.3 Necessary Conditions for a Minimum

With the problem transformed into a more acceptable form, it is now possible to
find the necessary conditions for a minimum. These can be obtained by finding the

appropriate Euler-Lagrange equations for the continuous and discrete problems.

2.3.1 The continuous problem

With £ described as in ( 2.7) the first variation of £ is

tr OH oH .
6L = . a—w&c + a—dzb‘w dt (210)

On application of integration by parts to the second term 6L becomes

ts OH oH . 1Y tr d (OH
6[: = to '5;6{3 dt + I:a—a.:6wj| . s /to -(_i; (a_iil) 61!3 dt (211)
Thus applying the Fundamental Lemma (Pars, 1962) shows that the necessary

conditions for §£= 0 are

Q).

oH . 1"
[b—é—&wl . = 0, (212)
(ii).
OH d (0K
am‘a(%>—“ (2.13)

Applying these conditions to ( 2.6) gives
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1762 = o; (2.14)

) AN
ok i g+( ) = 0. (2.15)

dt
REMARKS

(i). If the end points are fixed i.e @(to) = o and @(t;) = @ then dax(ty) =
dx(ts) = 0, satisfies ( 2.12). Where a fixed end point is not present, a transver-

sality condition is used. i.e.
OH _

(i1). ( 2.15) is known as the adjoint equation. The adjoint together with the model

equation form the Euler Lagrange equations.

2.3.2 The discrete problem

Using £ as described in problem ( 2.7), the first variation is

t=N-1
L= 3 (SZ,{) 6:c,-+( oH ) i (2.17)
t/ i+

1=0 8w£+1

Rearranging this equation gives

OH ENATOH OH
oL = (a—%)06m0+ ; [(awi>i6w;+ (6w.~+1),.

Hence, a set of necessary conditions for §£ =0 are:

oH

)

(i).
(S—Z)O Sz = 0 (2.19)
" (22 suu=s o
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(iii). fori =1,... N — 1,

(SZ),. + (aizl):. = 0. (2.21)
Using ( 2.7) these necessary conditions can be equivalently expressed as
(i). . )
((0_-’00)0 i (8_50)0) b2 =0, (2.22)
(ii).
6w =0, (2.23)

(iii). and fore = N —1,...1,
oK 0
(3_20,) Eh e (a—i) - I =o. (2.24)

2.4 Application to Data Assimilation Problems

2.4.1 Continuous data assimilation problem

Application of the theory for the general problem, Problem 3, to the data assimila-

tion problem, Problem 1, produces

K(z(t),t) = % /t:’(@ — Ca)TD(% — Ca) dt. (2.25)

On expanding, assuming D is symmetric, we find

t
K== / "#7D& — 23T DCw + «TCTDCw dt. (2.26)

to

Hence applying ( 2.15) to K and £ gives the appropriate Euler-Lagrange Equations

for Problem 1 as

d” ~T T AT T 09
. = — =~ | 2.27
= DC + e C"DC +1 aw(w(t),t), (2.27)

XX



or more clearly by taking the transpose,

. og "
== —C" D&+ C"'DCx + D (z(), ). (2.28)

Finally, the necessary conditions for an extremal to the data assimilation problem

are;
(1). equation ( 2.28),
(ii).
I(to) = I(ty) =, (229)
from the transversality conditions ( 2.14), as our end points are not fixed;

(iii). the model equations

g(z(t),t)—x=0. (2.30)

2.4.2 Discrete data assimilation problem

Similar application of the theory for the general Problem 6 to the discrete data

assimilation problem, Problem 2, gives

t=N-1
K (i, t:) =% S (& — Ca)* D(&: - C;). (2.31)
1=0
On expanding,
zc—izlzvfll*’-’pi- 57 DCw; + ~2FCTDCx; (2.32)
B = 2 P : g v .

Substituting K in Problem 6 and using ( 2.24) gives the Euler-Lagrange Equations

for the discrete data assimilation problem as

-8 DC +afCTDC +17, (%) —If=0. (2.33)
for2 =N —1,...,1. Rearranging and taking the transpose gives
T s T dg \"
l,=-C'Dz;,+C'DCx; + (97 . l,'_|_1, (2.34)
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for e = N —1,...,1. The respective boundary conditions with transversality cond;-

tions applied are

(i).
dg \*
Bwo 0

.
Iy =0. (2.36)

Thus, the necessary conditions for an extremal to the discrete data assimilation

problem are
(i). 2.34;
(ii). the boundary conditions ( 2.35),( 2.36);

(iii). and the model difference equations

g(z;,t) — ;41 = 0. (2.37)

2.5 Examples

2.5.1 Continuous scalar example

Consider the first order nonlinear equation
&(t) = z2(t) (2.38)

z(to) = o, (2.39)

where z €  , t € [to, ;] and &(¢) is some continuous function, with Z € R, which
we can consider to be the true solution. Let the matrices C =1 and D = 2 and let

J be given by

xxi1



7= [ ((t) - #(t))dt (2.40)

to

Then the data assimilation problem reduces to finding the initial value o such
that the model solution to ( 2.38) performs a least square fit to the observations #.
Such a least squares fit minimises J.

The associated augmented functional is

L= /t:f(:c(t) — &)+ () (z2(t) - z(t))dt (2.41)
The first variation is

6c= [ (2a(t) - ) + 20(t)e(t))6(t) — 1()63(2) dt. (2.42)

to
Integrating by parts, rearranging and setting 6£ = 0 produces the correponding
adjoint equation
—I = 2(a(t) — #(t)) + 21(t)z(2) (2.43)
with boundary conditions

(o) = I(t;) = 0. (2.44)

The above three equations ( 2.38), ( 2.43), ( 2.44) give the necessary conditions
for the optimal.

2.5.2 Discrete scalar example

The constraint to be used in the subsequent minimisation is obtained by transform-
ing the differential equation ( 2.38) into a difference equation using the modified
Euler scheme.

The modified Euler scheme is a second order Runga-Kutta method used to solve
the differential equation ¢ = g(z,t). It is defined by:

For

ti=to+iAt, i=1,...,N—1, (2.45)



where At is the size of the timestep and
g = .’E(to),
successive values z; which approximate the values z(t;) are obtained from
kl = Atg(zi,t),
k2 = Atg(.’t,' + kl, t; + At),
1
Ti41 = T; + E(kl + k2)

The model equation z;4; = g(z;,t;) = z? produces the difference scheme.

(At)’x]

Tiy1 = z; + Atz? + (At)?2? + :

(2.46)

(2.47)

(2.48)

Let the observed data points ; be known at points where model values are defined

and let there be a direct comparison between the two. Matrix C then is just the

identity matrix. Let matrix D = 21.

Problem 7 The control problem is to find @ = z¢ to minimise
1=N-1
j = Z (:I},'—.'ff,')zAt

1=0

subject to the constraint 2.48.

The associated augmented function £ is

i=N-1 At 3,4
L= Z (.'1:,' = :;7,')2At — l,'+1($,'+1 — T — Atw? - (At)zxf’ — (—-)i)
i=0

giving the first variation 6L as

1=N-1

(2.49)

(2.50)

6L = Z 2(:1:,' — f:i)At(Sa:,' + l,'_|_1(1 + 2Atz; + 3(At)2:v? + 2(At)3.’lz?)6$,’ — lip162i41

1=0

XX1V
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which needs to be zero, that is,

i=N-1
+ D0 2w — &)AtSz + Lipr (1 + 20tz + 3(At)a? + 2(At)*a?) — 1)6a;
i=1

+inbz N (2.52)
To satisfy ( 2.52) we enforce
(i). (2.48)for:=0...N —1;

(ii). fori=N—-1,...,0

li = 2(z; — &) At + g1 (1 + 2Atz; + 3(At)%2? + 2(At)ad); (2.53)

(iii). and
lo= Iy =0. (2.54)

to give the necessary conditions for an optimal solution.

REMARK

The adjoint equation derived from the discrete scalar example ( 2.53) is not
the same as the corresponding adjoint equation derived by applying the Modified
Euler scheme to the continuous scalar example. However as At — 0 both difference

schemes tend towards the same result.

2.5.3 Discrete second order system

Although the Euler-Lagrange equations have already been defined for the general
discrete data assimilation problem, it is instructive to look at an example that is a

system.
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Applying the Modified Euler scheme to discretise the second order linearised

system.
z = 2z+5y
y = $—2y, tG[O,tf],
produces
9At2xi
Tiy1 =T + At(zwl + 5y1) it 9
9At2y1~

Yivr = Yi + At(z — 2y5) +

2
fore=0,...,7—1.

These two coupled difference equations give the constraints
g1(=:)
g(w:) =
g92(:)

i=N-1

T = Y ((mi— &)+ (vi — §:)*)At,

1=0

for the objective function

which needs to be minimised. The associated Lagrange function is

i=N-1

L= 3 ((@—&)+(yi—§))At+

1=0
lzip1(g1(®:) — ziv1) + Wiva(g2(:) — Yiva)

(2.55)

(2.56)

(2.57)

(2.58)

(2.59)

(2.60)

where lz; and ly; are both Lagrange multipliers applied to the i** point in the series.

Taking the first vafiation, setting it to zero and rearranging gives a coupled system

of adjoint equations,

l:l:,' = 2At(:c,- - .’Z‘,‘) + l$i+1(1 + 2At + 4-5At2) + ly¢+1At
lyi = 2At(yt —_ g,) —I— lyi+1(1 —_ 2At + 45At2) + 5l.’13,'+1At

fori=N-1,...,0;
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which with the boundary conditions,
lzo =lyo=lzy =lyy =0 (2.62)

and the model equations ( 2.56), ( 2.57) give the necessary conditions for a minimum.

Now that the necessary background has been covered, the numerical minimisa-
tion procedure can be explained using the discrete scalar example and the discrete

second order system as examples, as shown in Chapter 3.
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Chapter 3

NUMERICAL EXPERIMENTS

3.1 Outline

The purpose of this chapter is twofold: to describe the general numerical minimisa-
tion procedure used in the dissertation and to examine aspects of the data assimial-
tion process. The general numerical minimisation procedure is restricted to dealing
with the discrete case. Two examples from Chapter 2 will be looked at: the discrete
scalar example and a second order linear system. Validation tests will show that
both discretised model equations and minimisation process converge. The accuracy
of a number of measures of performance are compared as well as conditons where

the procedure fails.

3.2 Numerical Minimisation Procedure

The overall aim of the minimisation procedure is for all the necessary conditions
for an optimal solution to the augmented functional to be satisfied. This needs the
calculation of the adjoint equations as shown in Chapter 2, the calculation of model
values, as well as enforcing the boundary conditions of the adjoint. An algorithm

is considered in which successive approximations to the initial value describing the
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model solution are produced such that corresponding successive approximations to
ly tend to zero.

The procedure can be described as follows:
(i). Start with an initial guess to the initial value to the model difference equation.
(ii). Use the model difference equation to obtain the rest of the model values.

(ii1). These model values are incorporated into the adjoint difference equations. The
adjoint values are gathered starting with Iy = 0, by iterating backwards until

a value for 1y is obtained. Iy is the gradient of cost functional 7.

(iv). The gradient Iy is used in a minimisation procedure to produce a better esti-

mate for the ‘true’ initial value to the model equation.

(v). The procedure is repeated using the new estimated initial value until some

stopping criteria is met.

3.2.1 Description of minimisation procedure used

The minimisation procedure is the steepest descent method. It is a local method.

It is an iteration procedure of the form

2 = 28— 5V (2)/ [V ()| (3.1)
where
(i). z* is the n-th iterate of the initial conditions;
(ii). the negative gradient —If¥ = —V/(2*) is the descent direction;

(iii). s is the step length.
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The gradient is obtained from the initial value of the adjoint equation. This
gradient is normalised under the L, norm to have unit length. This is done because
the length of this vector has no relation to the discrepancy between the computed
k-th iterate of the initial conditions and its optimal value.

In most cases the starting value for the step length s in (3.1) was 0.5. This value
is used provided that the new estimate z**! under some measure of performance is
better than previous estimates. Otherwise the new estimate is ignored. Instead a
new value for 2¥*1 is obtained from ( 3.1) by halving the steplength . A measure
of performance for this value is gathered, and the new value of s is used so long as
the new estimate is better than z*. Otherwise the steplength s is repeatedly halved
until a better estimate is obtained. In subsequent iterations this new value for s is

used.

3.2.2 Measures of performance, stopping criteria

There are a number of measures of performance. These can be used as stopping
criteria for the minimisation procedure. A list of all the types of stopping criteria

used in this dissertation are given below. They are;

(i)-

|25 < toin, (3.2)

(ii).
|4 — 57| < tot2, (3.3)

(iii).
T* < tol3, (3.4)

(iv).
———JH;; J! < told, (3.5)
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T — JF < tol5, (3.6)
|20 — | < tol6, (3.7)

"w'g“ — w’é“ < tolT, (3.8)

3.2.3 Variants on the procedure

A number of variants to the general steepest descent method were used. These
primarily varied in how the steplength was obtained at each iteration step in the
minimisation procedure.

In dealing with second/third order systems, the steplength s can become so small,

k+1 negligible even when z**! is quite a distance away

as to make improvements in 2z
from the optimum. One way to get around this is to let s increase by a factor
(say 3.0) at every iterate, provided improvement is made. Another way is to find
an optimum steplength at each minimisation step. By starting each time with a
steplength of 0.5 and repeatedly halving this value until an improved estimate to
initial value is found.

The first suggestion uses less computational effort at each step in the iteration,
but may require more iterations. The second suggestion may find the least number
of minimisation steps needed but needs a lot of effort in doing each step. It is likely
that the optimum step size s at the k+ 1** iteration is going to be of the same order

of magnitude as at the k' iteration, where linear systems are used. In these cases

the first suggestion is used. Otherwise the second one is applied.
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3.3 The Scalar Model

The first order ODE, as mentioned in the overview, is the same as in Chapter 2, i.e.
z(t) = z*(t), te(1,t4]. (3.9)

This equation is discretised using the Modified Euler Scheme
Tip1 = z; + Atz? + At?zd + A_t;:v_f, (3.10)

fori=0...5—1

As explained previously, the aim of the numerical minimisation procedure is
to achieve the necessary conditions needed for a minimum to the discrete data
assimilation problem. An iterative method is used where all the necessary conditions
are satisified except for, lp = 0 . If the observations are produced by ( 3.10) and with
the same time-step as the solution to the data assimialtion problem, then provided
the value of Iy converges to zero as the iteration proceeds, a good approximation to
the minimum will be guaranteed.

Thus we satisfy;
(1). ( 3.10);
(ii). the respective adjoint equations ( 2.53);

(ii).

In =0, (3.11)
stepping ( 3.10) forward in time and stepping with the adjoint equation ( 2.53)
backward in time from the end condition ( 3.11) in order to eventually get an

approximation for /(0). This value of [(0) is used to provide a better guess for the

initial value to the model equation.
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error in Number of | order of magnitude

2

modeuler for 2 = z timesteps to | improvement in reduction of

at t=1.5 (I.C x(1)=1) | reach t=1.5 | error
1.8568527058660D-03 | 16

4.7651153062178D-04 | 32 3.90
1.2061845894151D-04 | 64 3.95
3.0337398903013D-05 | 128 3.97
7.6069564751702D-06 | 256 3.99

Table 3.1: showing ( 3.9) is second order accurate

3.3.1 Validation tests

We need to show that the Modified Euler scheme applied to this first order nonlinear
differential equation is second order accurate. This can be shown by comparing the
global error that arises when a varied number of timesteps are used to cover a given
time window.

In Table 3.1 the initial value of the difference scheme starts at ¢ = 1. The error
at ¢ = 1.5 is measured for differing numbers of timesteps within the time interval
t €[1,1.5].

Doubling the the number of timesteps has the effect of diminishing the error
by four, especially where the number of timesteps is large. This verifies that the

Modified Euler scheme applied to ( 3.9) is second order accurate.

Ideally, before the data asssimialtion techinque is completely valided the optimi-
sation procedure needs to be checked. The observations were obtained using ( 3.10),
starting from a ‘true’ initial value with the same size of time-step as in the data
assimilation process. Where the solution to the data assimilation process can per-
fectly match the observations, the initial value of the adjoint /(0) has to become

zero for a minimum to be present. Thus subscribing {(0) < toll can act as a good
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measure for the accuracy prescribed by the minimisation procedure.

The tolerance placed on the stopping criterion {(0) does provide a rough measure

of the final accuracy in the initial conditions. The results are generally accurate

to the same number of decimal places. Decreasing the tolerance has the effect of

similarly decreasing the error, validating the minimisation procedure. This can seen

in Table 3.2 . The Table 3.2 compares the error in the initial conditions as a result of

the minimisation procedure applied to the nonlinear first order system for different

tolerances on {(0) and for different starting guesses for the initial conditions.

A few additional remarks can be made about Table 3.2.

(i)-

(ii).

(i)

The minimisation procedure has been verified using /(0) as a measure of per-
formance. Reducing the value on toll has the effect of increasing the accuracy

of the final computed initial value.

The amount of error in the final initial condition is in all cases within the
toll. The error in the final initial condition is in effect the sixth measure of

performance, ":co —zf " < tol6. These two measures are thus directly related.

There are a number of entries for which no result could be obtained. The
reason for this lies in the character of the model equation. The solution of the

model equation is

_ z(1)
*0 = 1520 - tz(1) (3.12)

where x(1) is the initial value at t = 1.

A discontinuity will exist within the time window ¢ € [1,1.5] if there exists a
value of ¢ within this interval for which t = 1 4+ 1/2(1) . The modified Euler
scheme is unable to deal with discontinuities causing the numerical procedure
to fail. The results even show that if z(1) lies just outside this interval it
may still fail unless the size of the timestep is reduced to a sufficient extent to

cover the difficulty. Also the continuous data assimilation problem will not be
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Size of I(0) < toll | true | original | Number of | error in
timestep h initial | guess of | minimsation | final
value | initial steps initial
value condition
0.1 0.01 -1.0 -5.0 11 5.4E-3
0.01 15 7.03E-3
0.001 15 9.3E-3
0.1 0.01 -1.0 -0.1 6 -6.03E-3
0.01 7 -7.04E-3
0.001 7 -7.63E-3
0.001 0.01 -1.0 -1000 N.A. inf
0.0005 -1000 789 6.98E-3
0.1 1 9 6.71E-3
0.1 2.5 N.A. inf
0.1 1000 N.A. inf
0.1 0.0001 -1.0 -5.0 17 -3.11E-5
0.1 -0.1 12 -4.5E-5
0.001 -1000 N.A inf
0.0005 -1000 796 8.29E-5
Table 3.2: over time interval {1,1.5]
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defined, as a discontinuity contravenes the assumption that the solution needs

to be a C? function.

The value (0) in effect gives the gradient direction 6.7, the descent direction
needed for an improved estimate for the initial value which will reduce the value

of the objective function J. The relative change in the objective function 57‘7 is

given by the fourth measure of performance LT;EL’: < tol4. Just as with [(0), a
tolerance restriction tol2 on % can be used as a stopping condition. A few additional

conditions need to be included.

(i). Once the value of J is within machine precision the iteration needs to be
stopped. The true solution has then been reached and J has been been

minimised to machine accuracy.

(ii). If there is negligible change in the value of % from one iteration of the minimi-
sation procedure to the next, then the procedure needs to be stopped. Little

improvement will result from letting the procedure run.

The results in Table 3.3, compare the error in the initial conditions for different
tolerances upon the approximations to % for various starting initial values.

An explanation of the Table 3.3 follows,

(1). Three stopping conditions were used: condition 1 ( 3.5), condition 2 ( 3.6)
and condition 3 ( 3.4). tol3 and tol5 were both set at 1E-15. told was varied
(as shown in the second column.) The results do verify the convergence of the
minimisation procedure. Reducing tol4 from 1 to 0.01 did have the effect of
improving accuracy, so much so, that it resulted in condition 2 being used as

a stopping criterion.

(ii). A relative small change in tol4 can have a large effect on the final error in the

initial value.
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Size of

ﬂk_—J—k < told

true

Number of

final

N original stop- error in

timestep h initial | guess of | minimsation | ping | 1(0) | final
value | initial steps crit- initial
value erion value

0.1 0.01 -1.0 -5.0 25 2 -2E-8 | 3.6E-8
0.01 32 2 -3E-8 | -6.0E-8
0.001 33 2 -3E-8 | 5.4E-8
0.1 0.01 -1.0 -0.1 20 2 -2E-8 | -2.9E-8
0.01 24 2 -3E-8 | -5.9E-8
0.001 25 2 -2E-8 | -4.4E-8
0.001 0.01 -1.0 -1000 2 1 -2.0 | 998
0.0005 -1000 2 1 -1.7 | 997
0.1 1 24 2 -2E-8 | 3.3E-8
0.1 2.5 2 1 N.A. | inf
0.1 1000 2 1 N.A. | inf
0.1 1.0 -1.0 -5.0 2 1 -0.9 | 2.76
0.1 -0.1 2 1 1E-1 |-1.7E-1
0.001 -1000 2 1 -2 998
0.0005 0.003 -1000 2 1 -1.7 | 997
0.0005 0.002 -1.0 -1000 807 2 -2E-8 | 4.1E-8

Table 3.3: validation of minimisation procedure over time interval [1,1.5], with stop-

ping criteria directly related to the objective function J
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(iii). Where a singularity in ( 3.12) is just outside the time interval as with a starting
initial value of zo = —1000, not only does the time-step have to be very small
for the integration method to recognise that the singularity is not within the
time period but also the bound on relative change in the objective function
J (tol4), needs to be very small to obtain a correct result. Once to0l4 was

reduced to 0.002 the iteration proceeded normally.

(iv). It is interesting to note that the final result in Table 3.3 was produced by the
the numerical procedure stopping due to condition 2. This shows how critical

it is to find the correct tolerances for the above stopping criteria.

As the ‘true’ initial value is known throughout these experiments and defines the
observed values, the error in minimising J is directly related to the error between
the computed initial value and the ‘true’ initial value. This leads to another stopping
criterion ( 3.7). Results have been already shown for this measure, disguised as the
error in the final computed initial value.

In most of the numerical experiments carried out the ‘true solution’ is a solution
which is obtainable. For interest, it might serve to examine the case where this is
not so. One such example would be to find the best fit of a solution to the first
order nonlinear equation to a parabola x = ¢ + 1. The results are shown in the
Figure 3.1..

As seen in Figure 3.1 there is a discrepancy between the parabola and the solu-
tion. This shows that the best fit is restricted to the possible solutions to the model
equations. If none of these possible solutions can exactly fit the observed data then
the final solution will result in the minimised objective function J being a positive
value.

An important question to consider is what effect there is in diminishing the
timestep in a minimisation procedure. An obvious restriction on the maximum size

of the timestep is the region of absolute stability. Reducing the stepsize past a
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Figure 3.1: Best fit of model solution to a parabola
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certain limit will have a detrimental effect on calculation of the descent direction
in aggregation of roundoff error. It is thus possible that there may be a limit in
certain cases to how small a tolerance can be applied to a stopping criterion that is

achievable by the computer at hand.

3.4 Second Order System

A linear second order system is used ( 2.55) to which the Modified Euler scheme is
applied, giving ( 2.56) and ( 2.57). The respective adjoint equations to ( 2.56) and
( 2.57) were calulated in Chapter 2 and are presented in ( 2.61)

The discretised model equations ( 2.56) and ( 2.57) are second order accurate.

This is shown in Table 3.4.

3.4.1 Properties of the continuous system

It is instructive to look at the simple dynamical properties of the dynamical system
that we are modeling. The second order linear system has eigenvalues +3, —3. There

is only one equilibrium point and it is a saddle point located at the origin. There
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norm of error in Number of | order of magnitude
modeuler for ( 2.56) timesteps to | improvement in reduction of
at t=1 (I.C«(0) = (1,1)) | reach t=1.5 | error

0.51853264050297 16

0.13970712472975 32 3.71

3.6222666423452D-02 64 3.86

9.2192807410619D-03 128 3.93

2.3253487538627D-03 256 3.96

Table 3.4: showing that ( 2.56) and ( 2.57) are second order accurate

are two axes on the phase plane; one y = 0.2z for which z and y diverge from the
origin and the other y = —z on which x and y converge on the origin with increasing

time.

The solution can be expressed as the set of equations

#(L) = (geSt + %e‘3t> z(0) + (ge3t — %e_?’t) y(0)
y(t) = (%e"’t - %e'“) z(0) + (%63” + ge_3t> y(0) (3.13)

Information on the continuous system is essential for any form of prediction as
to the success or failure of the assimilation technique on the discretised problem.
As before the descent direction is found. Now it has two components: one in the
x direction lzo and the other in the y direction lyo. These are obtained from the
discretised adjoint equations.

A few predictions can be made on account of the properties of the respective

continuous model system equations.

(i). We expect the minimisation procedure to be verified to converge to the true

solution.
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(ii). There may be difficulties when the ‘true’ solution is located on one of the axes

of the phase plane.

In Table 3.5 a single stopping criterion was used and that was {(0) < toll. The
size of the timestep, the tolerance on the stopping criterion, the ‘true’ initial value
and the original guess of the initial values were varied. The error in the final initial
condition was measured as the the square root of the sum of the squares of the
respective errors in the z and y components.

One of the most salient points in Table 3.5 is the large differences in final error in
the initial condition resulting from different original guesses to the initial value. The
most extreme results occur where the guess of the initial value and the true initial
value lie both on either y = 0.2z or y = —z, the two axes in the bifurcation diagram.
On the stable axis y = —z there are no problems. Extremely low tolerances on the
stopping criterion can be easily achieved even with a relatively large timestep 0.1.
However, where the true and starting initial values lie on the unstable axis, y = 0.2z,
accuracy in the final computed result is is approximately fifty times worse. Reducing
the tolerance on the stopping criterion does generally reduce the final error. The
problem lies in forcing the minimising procedure to achieve such tolerances. Smaller
and smaller sizes of timesteps are needed for smaller tolerances on the stopping
criterion to be reached. Though this condition is a standard one, what is unusual is
the relative amount of reduction in timestep needed to achieve a subscribed reduced
tolerance. The tolerance can easily be reduced to a value which cannot be attained
where the optimal accuracy of the numerical scheme is simply not good enough.

Figure 3.2 illustrates the second order system. Data assimilation was applied
within a time window between 0 and 0.5 for a ‘true solution’ with initial conditions
(1,1) and an initial guess at (2,2). The stopping criterion was |I| < 0.0001.The
diagram compares the error in the resulting initial value over a range of timesteps
(between 10 and 1000). What can be seen is that the error is always lower than

2.5 x 10* and that there is no improvement whether there are 50 timesteps or a
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Size of I(0) < toll | true | original | Number of | error in
timestep h initial | guess of | minimsation | final

value | initial steps initial

value condition

0.1 0.01 (1,1) 1(2,2) 11 4.29E-4
0.1 0.001 (1,1) 1(2,2) 13 4.38E-4
0.1 0.0001 (1,1) |(2,2) N.A. inf
0.001 0.0001 (1,1) |(2,2) 19 1.7E-4
0.1 0.01 (1,1) |(1,3) 15 8.50E-4
0.1 0.001 (L,1) |(1,3) 21 8.46E-4
0.001 0.0005 (L,1) |[(1,3) 13 3.03E-4
0.1 0.01 (1,1) | (1,0) 15 8.5E-4
0.1 0.01 (L,1) | (1,-1) 15 8.5E-4
0.1 0.01 (5,1) | (10,2) 10 1.3E-3
0.1 0.01 (10,2) | (5,1) 10 1.3E-3
0.1 0.01 (1,-1) | (2,-2) 10 2.3E-5
0.1 0.01 (2,-2) | (1,-1) 10 2.5E-5
0.1 0.01 (0,0) | (1,0) 9 ' 1.7E-3
0.1 0.01 (0,0) | (5,1) 10 1.3E-3
0.1 0.01 (0,0) | (1,-1) 12 2.5E-5
0.1 0.00001 (0,0) |(1,-1) 10 5.3E-9
0.1 0.00001 (0,0) | (5,1) N.A. inf

Table 3.5: testing data assimilation on the second order system across time period

te0,1]
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Figure 3.2: Error in initial value in second order system across a range of timesteps
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1000. The great fluctuations in error are because differing number of minimisation
steps are used. There is a trough in the error between 450 and 650 timesteps. As the
same number of minimisation steps are used throughout this interval it is suggested
that the gradual increase in error is influenced by round off. The fact that there is
no real improvement in reduction of the size of timestep indicates that the error in
J dominates.

If the error in J dominates there should be no steady decrease in number
of minimisation steps with decreasing the timestep. This is what happens. Data
assimilation was applied within a time window between 0 and 0.5 between a ’true
solution® with initial conditions (1,1) and an initial guess at (2,2). The experiment
was repeated with number of timesteps successively increased from 10 to 1000 for
the same time window. For every size of time step the number of minimisation steps
needed to get a tolerance of I < 1 x 10—7 was recorded. The results are shown in
the Figure 3.3.

For comparison some other measures of performance were used. As with the
scalar model conditions 1,2,3 were used. tol4d was set at 0.1. tol3 and tolb were

both set at 1E-15. Then the final error in initial values z(0) and y(0) with respect
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Figure 3.3: How number of minimisation steps vary with size of timestep
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to the number of timesteps within the time interval (0,0.5) was compared. This is

represented in the graphs shown in Figure 3.4.

(i). There does not seem to be any noticeable reduction in error by increasing the
number of timesteps. This is similar to what occured when Iy, was used as a

stopping criterion.

(i1). On graphs in Figure 3.4 there are gaps in the plotted graphs. At these points
the objective function J itself becomes zero, making the approximation of %

unintelligable to the computer.

(iii). There are a number of peaks in the results. The value at these peaks were
examined and do satisfy the stopping criteria. It seems that the largest peak
indicates the tolerance in the error. It seems that at other points the error is

almost completely eliminated.

(iv). The error in x(0) seems to be mirrored roughly in magnitude in y(0) with a

reversal in sign. This can be seen on Figure 3.5 where the errors are compared.

xliv



error In x(0)

=
i

05t

Figure 3.4: Error in x(0), y(0) across various timesteps
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Figure 3.5: Error in x(0), y(0) with stricter stopping condition

x107™ 2D systmeasuring ermor In x(0),y(0) across 10100 tinesteps

T T T

efmor b y{0} x10™

xlv



(v). Reducing the tolerance on the approximation to 577‘-7- does have the effect of
reducing the overall error in the initial conditions. This can be seen in Fig-

ure 3.5.

Where the stopping criterion of 7 is 0.00001 the error in either initial condiiton
is no greater than 2 x 107!3. In comparison when the stopping criterion tol4
is 0.1 the corresponding error is no greater than 6 x 103, The minimisation

process is convergent.

Now that the minimisation process has been examined, the data assimilation
process can be studied on a more complex discrete system - a discrete system derived

from the Lorenz equations. This is the subject of the next chapter.
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Chapter 4

THE LORENZ EQUATIONS

4.1 Introduction

The Lorenz equations constitute a third order nonlinear system described by

& = a(y—=)
y = re—y—zz

z = zy—bz (4.1)

where a, r, b are fixed parameters and z, y, z are continuous functions of time.

4.2 Properties of the Lorenz Equations

4.2.1 Stationary points

The number of the stationary points vary depending on the values given to the
parameters a, r, b. The origin is a stationary point for all parameter values and is

stable and globally attracting for values of r between 0 and 1. A simple bifurcation
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occurs at r = 1, such that for » > 1 two further stationary points C;, C, exist at

points (:i:\/b(r - 1),:!:\/b(r —1),r — 1) with C; in the region z > 0. For r > 1 the

origin is non-stable. The linearised flow around this point has two negative, and one
positive eigenvalue, making it a saddle point.

The character of Cy and () also varies by changing the valueof r. If 1 < r < 1.346
with (@ = 10,5 = 8/3), C; and C, are stable, both having a negative real part.
Where 1.346 < r < 24.74, the two stationary points are also stable, each having a
pair of complex conjugate eigenvalues. Where r > 24.74, Cy and C; are both non-
stable. Both stationary points have a negative eigenvalue and a complex conjugate
pair of eigenvalues whose real part is positive.

In this study the parameters are fixed at a = 10,b = 8/3,r = 28. Then three
non-stable stationary points exist at (0,0, 0), (64/2,6+/2,27) and (—6v/2, —6+/2, 27).

4.2.2 Other properties

Three other properties that are important are given below.
(1). The Lorenz equations ( 4.1) have a natural symmetry with (z,y, 2) — (—z, —y, 2)

(ii). The z-axis is time invariant such that any trajectory that starts on the z-axis

will remain on it and will approach the the origin as time progresses.

(iii). There is a bounded ellipsoid F in ®* into which all trajectories eventually

enter (Lorenz, 1963).

Further properies of the Lorenz equations can be obtained from (Sparrow,1982).
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4.3 Application of Data Assimilation to the Lorenz

Equations

4.3.1 A review of literature

Applying advanced data assimilation techniques to the Lorenz Equations has been
a popular topic in recent years. The reason for this is that the Lorenz equations
like many systems in oceanography, are dissipative in nature and volume reducing,
tending asympotically to a set of zero volume.

Gauthier,(1992) applied variational data assimilation to the Lorenz equations.
An adjoint method was used on a discretisation of the associated linear tangent
model of the system. (Two good references to the linear tangent model are (Ta-
lagrand and Courtier, 1987) and (Courtier and Talagrand, 1990)). Observations
were considered from both predictable and unpredictable settings. The predictable
situation involved observations around just one strange attractor; the unpredictable
setting used observations which revolved around both. In the unpredictable case,
the final solution was found to be far more sensitive to initial conditions. There
were more secondary minima present, making the choice for first guess to the initial
value crucial.

In the paper by Miller et al.,(1994), the study of Gauthier,(1992) was extended.
Advanced data assimilation techniques such as the Extended Kalman Filter and
methods derived from the weak constraint approach were used to study the Lorenz
equations. The results were comparable to those of Gauthier,(1992), but they clearly
show that for weak constraint methods, the number of local minima with respect
to the cost functional J increases as the time period is increased over which the

minimisation takes place.
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4.3.2 Present study

In this dissertation we shall not be looking for the true solution to the Lorenz equa-
tions. As the system is time varying, there is no analytic solution which can be used
as a comparision. Moreover the system is very sensitive to the initial conditions. For
any numerical scheme used, the error will increase exponentially with time. Thus
instead of trying to find the true solution of the Lorenz equations, we consider just
the properties of a discretisation of the Lorenz system. Any numerical approxima-
tion to the Lorenz equations is a discrete system which will display some similar
characteristics in behavior. If no round-off error occurs, for a sufficiently small in-
terval and a sufficiently small time step the approximation will be quantitatively
similar to ( 4.1). As round-off error exists, this cannot be guaranteed.

Since we are not looking for the true solution to the Lorenz equations, a low order
scheme can be used. As in Chapter 3 the Modified Euler scheme is used producing

the discretised system

vinr = ot a2y~ 23) — at(y: — ) + Ab(rz; — y; — %)

e = gl %At(2(m,~ =107 — 2725) 2 Aty wo) -1y =1 = ) =
wi(wiys — b) — az(ys — 38) — Ata(y — 7)) (@i — b))

Zipw = zi+ %At@(wiyi — bz;) + At(ayi(yi — i) + zi(re; — yi — 2i2:)
+Ata(y; — z:)(re — yi — z:2:) — b(ziys — bz))) (4.2)

The same numerical minimisation procedure as in Chapter 3 is adopted in ap-
plying data assimilation to the process. The two pictures in Figure 4.1 compare a
‘true’ solution (bold line) to a ‘best fit’ solution (dotted line) derived from the data
assimilation process. The observations are derived by applying ( 4.2) to the time
interval 0 < ¢ < 1, using a stepsize an eighth to that used in the data assimilation

process and started from some ‘true’ initial value. In this example, the ‘true’ initial



Figure 4.1: Comparison of model error
=0 t=1 from (0.0,0) b0 1,1,1) 32 steps 1=0 t=1 from (0,00} bo {1,1,1) 64 sleps

condition is (1,1,1) The observations comprise every eighth data point in the ‘true’
solution such that both observations and data points in the model equations occur at
the same point in time. The final ‘best fit’ solution is obtained with a starting initial
value of (0,0,0), a stopping criterion of ||l|| < 0.01 and a time interval 0 < ¢ < 1.

As one can see from the pictures in Figure 4.1, Figure 4.2, the model error
introduced by using different stepsizes is reduced by increasing the number of the
timesteps in both the ‘true’ solution and in the data assimilation process. The
general behavior is also consistent to what is expected from the Lorenz equations.

The main aim is to capture the general properties of the ‘true’ solution through
the data assimilation process. However, with the Lorenz equations, as one increases
the time interval, inaccuracies accumulate until one gets qualitatively the wrong
pattern. This can be seen in Figure 4.3 (left) where the time interval is increased
from0<t<1to0<t< 14,

We wish to consider the effect of applying a different set of weights to differing
points in time. By placing a stronger weight on earlier terms in the system’s progres-
sion, it should be less possible for the problem in Figure 4.3 to occur. The original

initial value is presumed to be reasonably close to the true one. No such assumption
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Figure 4.2: Comparison of model error
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Figure 4.3: The problem with a longer time interval
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can be made, however, for corresponding values at the end of the time interval. It is
hoped that placing a stronger weight on the earlier terms will allow a more accurate
solution to be obtained, making it possible to extend the time interval on which the
data assimilation process is carried out.

As described in Chapter 2, weights can be applied to different model values by

varying the values in the diagonal matrix D. The weights were set such that

- N+1
- L0 exp(—10iAt)
where d; is the j** diagonal element corresponding to the j** model value, with

j=0,...N.

d;

exp(—105At), (4.3)

Two stopping criteria are used. The first is for ||lp|| to be smaller than 0.0001.
The second was for ||l — lx—1]| to be smaller than machine accuracy. The observa-
tions were obtained by starting the discretsed system of ( 4.2) from a ‘true’ initial
value with the same step size as in the data assimilation process. Thus, unlike the
previous experiment, no model error was present.

Although there is an improvement in the accuracy in the final initial value ob-
tained through applying the weighting function ( 4.3) to the data assimilation pro-
cess, there seems to be no real overall gain in accuracy over the whole time period;
the graphs of the solution with/without weighting across the time period 0 <t <1
seem identical. This may be due to using too small a timestep as well as using too
small a time period. Thus a comparison is made between using and not using the
weighting function for a larger time period of 0 < ¢t < 15 and a larger timestep of
0.015. The results are shown in Figure 4.4 for a ‘true’ initial value at (1,1,1) with
an original guess at (2,2,2).

As seen in the graphs of Figure 4.4, the application of weighting produced a better
result overall, even with an improved estimate for the ‘true’ initial value. Over such
a time period the data assimilation process without any weighting picks a solution

which follows a different trajectory to that indicated by the observations. The values
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Original guess
of initial value

at (0,0,0)

Original guess
of initial value

at (2,2,2)

error in initial
conditions without

weight distribution
(4.3)

4.48E-3

3.04E-3

final ||lo|| value
without weight
distribution ( 4.3)

2.0E-4

2.0E-4

final number of
minimisation steps
without weight
distribution ( 4.3)

137

188

error in initial
conditions using a
weight distribution
(4.3)

2.72E-3

1.63E-3

final |[lo|| value
using weight

distribution ( 4.3)

1.01E-3

5.94F-4

final number of
minimisation steps
using weight

distribution ( 4.3)

101

103

Table 4.1: Comparison of the error in the final initial value when the weighting

distribution is/is not used with a time-step of 0.0001, a ‘true’ initial value at (1,1,1)

and a time period [0,1].
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Figure 4.4: Comparision of applying weighting (left) to not applying weighting

(right) at longer time interval

10115 from {2,2,2) o (1.1,1) 1000 steps without weighting
L T T g T T T T 50 T

1=0 116 from (2,2,2) 1 1,1,1) 1000 steps with welghiing 1
T T L] T T T —‘

A5

o

at the end of the time period weakly influence the overall data assimialtion process,
allowing for the aggregation of error. This insight lead to choosing a less extreme

weighting distribution as described in equation ( 4.4).

N +1
20 exp(—1At)
where d; is the j** diagonal element corresponding to the §t* model value, with

j=0,...N,

dj = exp(—jAL), (4.4)

A comparison is made between using the weighting distribution of ( 4.4) and no
weighting over a time period of 0 < ¢ < 15. The time-step is kept at 0.015 with
a true initial value at (1,1,1) and a first guess at (2,2,2). When weighting ( 4.4) is
applied, the trajectories obtained by the observations and data assimilation process
match. The results are shown in Figure 4.5.

This shows that the weighting must be balanced so as not only to ensure a more
accurate initial condition, but also to be such that the errors in model solution values

at the end of the time period do not dominate over the gains in accuracy obtained
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Figure 4.5: Comparision of applying weighting (left) to not applying weighting
(right) over a time period 0 < ¢t < 15

10 ta15 from (2.2,2) b {1,1,1) 1000 steps withoul welghting
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T T T T
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at earlier moments in time.
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Chapter 5

Conclusion

The aim of this thesis has been to investigate variational data assimilation. Chapter
2 gives the mathematical background to the problem. It shows that there are a
number of ways to formulate a discretised adjoint to the system. A discretisation of
the adjoint obtained from the continuous example is not the same as the respective
discretised adjoint derived from the discrete model. Also Chapter 2 shows some of
the similarities between the discrete data assimialtion problem and the continuous
data assimilation problem. This is due to the fact that both problems share many
properties when considered in terms of Hilbert Spaces.

Chapter 3 describes the numerical minimisation technique used throughout the
rest of the thesis. In addition, a number of numerical experiments are carried out
on the scalar discrete example and on the second order linear discrete example. In
both cases the model equations were verified to be second order accurate. The min-
imisation procedure was also verified in both cases to converge to the true solution.
The general emphasis rested on tests on the minimisation procedure and not on the
the data assimialtion problem itself; the problems were too simple for anything to
disrupt the data assimilation process. Any problems that occurred were a result
of the model being studied. For instance, the data assimilation procedure for the

discrete scalar example failed when a discontinuity in the solution entered the time
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period under consideration. Similarly, the speed of convergence of the minimisation
process in the second order system varied in the position of the ‘true’ initial value
as well as the position of the first guess to that value.

Chapter 4 considers the application of data assimilation to a discretised system of
the Lorenz equations. A weighting distribution was applied to this system. Applying
time-varying weights to the Lorenz system across the time interval has not previously
been examined. However, the result of Figure 4.5 raises the question as to whether
the weight distribution works well for other ‘true’ initial values and other first guesses
to such values. A few other points have been considered and the preliminary findings
indicate that the time period can be extended as in Figure 4.5. A more thorough
investigation is needed.

The application of weights to discretised systems is of wide interest. The Me-
teorological Office in their forecast model use a background term which effectively
acts as a weighting term on the initial value such that the value will not vary too
much from what is expected. A problem, however, as shown in this study is finding
the optimal strength of weights. Further research needs to be carried to extend this
idea to variable weights.

Another pertinent line of interest concerns the effect of using fewer observations
than model values, as occurs in the numerical weather prediction. A brief study
where just one observation is applied to the discrete scalar example has been carried
out. The results are similar to those in (Griffith and Nichols, 1994). The data
assimilation process is only successful if the position in time where the observation
point exists is not too far away from the beginning of the time period. Otherwise
convergence to secondary minima arise. It was also found that the speed of the
minimisation process was influenced not only by the time separation between the
observation point and the start of the time period, but also by the size of the time
step. The more time-steps that are present, the slower the process.

As mentioned in the introduction, the number of avenues for research in data
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assimilation are almost endless. In particular, the consideration of fewer observations
as well as the study of applying weights to the data assimilation process are areas

which will invoke interest for many years to come.
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