-]

UNIVERSITY OF READING

Department of Mathematics

Drag and Momentum Fluxes Produced by
Mountain Waves

By
Yu Chau Lam

Supervisor: Dr. Miguel Teixeira

A dissertation submitted in partial fulfillment of the requirements for the degree of
MSc in Mathematical and Numerical Modeling of the Atmosphere and Oceans

October 2013






Declaration

I confirm that this is my own work, and the use of all material from other sources has been
properly and fully acknowledged.

Yu Chau Lam

October 2013



Abstract

Orographically generated gravity waves, being a sub-grid scale process that has a great im-
pact on numerical weather prediction, must be parametrized in large-scale atmospheric models
(Lott and Miller (1997); Gregory et al. (1998)). Since the 1990s, most of the existing drag
parametrization schemes are based on linear hydrostatic theory, while non-hydrostatic effects
have been studied mainly using numerical simulations, as in the study by Kim and Arakawa
(1995). Although the effects of critical levels (levels where waves are attenuated and absorbed)
have been noted and studied since the 1950s, their three-dimensional filtering effects due to
directional wind shear have been drawing the attention of meteorologists only from the last 20
years onwards (Shutts 1995). Such directional filtering effects contribute to the formation of a
critical layer, in which each level is a critical level for a certain wave number (Broad (1995);
Shutts (1995)). Moreover, non-hydrostatic effects in conjunction with such critical layers have

not been studied thoroughly.

In this dissertation, various approaches, including solving for exact analytic solution, numerical
methods and the WKB approximation, are adopted to solve the Taylor-Goldstein equation, for
flow over a 3D isolated mountain, in both hydrostatic and non-hydrostatic conditions, under
the assumption of inviscid, non-rotating, linearized flow with the Boussinesq approximation.
Two wind profiles with directional shear are chosen to investigate the 3D directional filtering
effect of critical layers. Calculation results mainly focus on two relevant physical quantities,
namely the surface drag, which defines the total vertical flux of horizontal momentum of the
mean wind available to be transported upward (Teixeira et al. (2004)), and the momentum
fluxes, whose divergence corresponds to a force acting on the atmosphere that decelerates the
mean wind (Teixeira and Miranda (2009)).

The main findings show that as the system enters the non-hydrostatic regime, the variation
of those two quantities with the Richardson number Ri (which is defined to be the static sta-
bility N2 of the atmosphere divided by the square of wind shear) becomes more non-linear
and dependent on the degree of non-hydrostaticity. Moreover, a significant decrease in mag-
nitude of the two quantities can be observed, which is due to wave reflection effects. Such a
drop in magnitude may cause an overestimation of the surface drag and momentum fluxes in
parametrization schemes where the hydrostatic assumption is made. Therefore, the inclusion
of non-hydostatic effects should be able to improve the performance of current parametrization

schemes for orographically generated gravity waves.
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Chapter 1

Introduction

A stably stratified atmosphere has the important property of supporting the propagation of
waves with different scales, from the large-scale planetary waves such as Rossby waves to the
small-scale sound waves. Some of these waves play a crucial role in meteorological phenonema
(e.g. Rossby waves), while others do not (e.g. sound waves). Nowadays, with the ever improving
technology, numerical weather prediction plays an increasingly important role in weather fore-
cast. However, no matter how advanced the modern meteorological models are, there are still
many phenomena that they cannot capture, for example small-scale but important processes
like convection, cloud microphysics, turbulence, etc. The subject of this study, terrain-generated
gravity waves, are also one of these processes. These small-scale processes can only be captured
by parametrization schemes, and therefore a deep understanding of them is necessary in order

to develop good parametrizations.

As their name tells, terrain-generated gravity waves are wave phenomena generated by orog-
raphy. One distinctive feature of terrain-generated gravity-waves is that they are stationary
to observers on the ground (Lin (2007); Nappo (2012)). From the foregoing discussion we
will learn that these waves are non-dispersive since all wave components have the same phase
speed, which is 0. Terrain-generated gravity waves are worth studying since their presence acts
to transport horizontal momentum of the mean flow vertically. As the waves propagate upward
to a certain high level, they may break and generate turbulence, which is known as clear-air
turbulence (CAT) (Nappo 2012). Studies have shown that such wave-breaking zones often co-
incide with critical levels (Grubisic and Smolarkiewicz (1997); Shutts and Gadian (1999)). The
detailed behavior of gravity waves in the vicinity of critical levels will be studied in chapter 2

and appendix A.

There are mainly two kinds of terrain-generated gravity waves, namely vertically-propagating
mountain waves and trapped lee waves (Nappo 2012). One significant difference between them
is that trapped lee waves appear only on the downwind side of mountains. As will be discussed
in later chapters, the atmosphere may sometimes be unable to support wave propagation for
certain waves at some levels. As such waves propagate upward from the obstacle, wave reflec-
tion will occur and cause the waves to be trapped in the lower atmosphere and extend only

horizontally (Nappo 2012). As a result, such waves usually have less impact on the high atmo-



sphere.

Different from trapped lee waves, vertically propagating mountain waves can extend both hor-
izontally and vertically, and hence have a much greater impact on the high atmosphere, since
transport of momentum and energy can reach much higher levels. In fact, mountain waves even
play an important role in modulating the atmospheric global circulation (McFarlane (1987);
Teixeira and Miranda (2004)).

1.1 Aims and Outline of this thesis

Orographically generated gravity waves influence the atmosphere by exerting a drag force on
it, which acts to decelerate the mean flow. At the same time, horizontal momentum associated
with the mean flow is transported upward to the upper atmosphere. These processes are of
small scale and common in the atmosphere. In order to produce accurate numerical weather
predictions, such small-scale processes must be parametrized in large-scale meteorological mod-
els, due to the lack of sufficient resolution to capture their details. Parametrizations of these
processes have to be developed by first studying their detailed dynamics in idealized settings
and summarizing the variation of quantities that have an important impact on the atmosphere.
The main aim of this dissertation is to study the variations of important quantities associ-
ated with the mountain waves, such as the surface drag and momentum fluxes for flow over
an idealized 3D isolated mountain, subject to different wind profiles, in both hydrostatic and
non-hydrostatic conditions. Non-hydrostatic effects associated with the wind profile will be
examined to see how they affect the variation of those relevant quantities. This is practically
important since the current parametrization schemes assume a hydrostatic atmosphere, which
is certainly not always valid. Moreover, these wind profiles are designed specifically for investi-
gating the interactions between the gravity waves and critical levels, where the wave energy is
known to be significantly absorbed and wave breaking may easily occur (Broad (1995); Shutts
(1995)).

In this chapter, most of the basic concepts, which are necessary for the discussion in the later
chapters, will be introduced. Those concepts include the group velocity and the dispersion
relation of the gravity waves, as well as the linear theory, which uses the important Boussi-
nesq approximation, and the derivation of the Taylor Goldstein equation. In fact, solving the
Taylor-Goldstein equation subject to different types of flow is the main target of this study,

since all the information required can be obtained from the solution to this equation.

In chapter 2, an example using a 2D mountain ridge and a constant wind profile will be il-
lustrated, which allows us to classify the different regimes of the solution space of the Taylor-
Goldstein equation. The discussion in the later chapters will be based on this classification.
Next, two important quantities will be introduced, namely the surface drag and the vertical
momentum fluxes. The discussion will first explain the physical meaning of these quantities by

looking at a 2D mountain ridge example, and then give their mathematical formulations.

Chapter 3 and 4 contain the main results of this study, which are divided into the hydrostatic



and non-hydrostatic limits. Different approaches have been used in each limit, such as deriving
exact analytic solutions, use of the WKB approximation, and different numerical approaches.
The main calculation results and discussion will focus on the surface drag and the momentum

fluxes.

Chapter 5 summarizes the main findings of this study and states some of the unsolved problems

and future work.

1.2 Basic Wave properties

Most of the wavy oscillations observed in nature do not just consist of a single wave, but are
usually an overlap of a band of waves. Therefore, the analysis of how waves overlap and interact
to form the observed propagating oscillations will be of great importance for understanding wave
phenomena. In this section, some general properties of plane waves will be presented, and the

notations defined will be followed in the rest of this dissertation.

1.2.1 The wave phase and phase velocity

Perhaps the simplest way to describe a 2-dimensional monochromatic plane wave in 3-dimensional

space is using trigonometric functions,
f(x,y,2,t) = Acos (kiz + koy + k3z — wt) = Acos (k- r — wt), (1.1)

where k1, ko, k3 are the wave numbers along the three axes of a Cartesian coordinate system,
K := k12 + koy + k3Z is the total wave vector, r := xZ + yy + zZ is the usual radial vector used
in spherical coordinates and A is the amplitude of the wave. The term ‘monochromatic’ means
that the wave vector characterizing the wave is simply a single constant vector. The projection
of k onto the horizontal plane is defined to be k, with its magnitude being ki3 = \/m .

The entire expression inside the bracket of cos in (1.1) defines the phase of the wave, i.e.
p=kix+ky+ksz—wt=K-r—wt (1.2)

In 3-dimensional space, fixing a time ty, the constraint of constant phase defines a family of

planes in space, i.e. planes of constant phase,
kix + koy + k3z — wtg = C, (1.3)

where C' is a constant. In the cases of 2D and 1D space, this defines a family of lines and a
family of points respectively. In fact, the normal vector of these constant phase planes can be
obtained by taking the gradient of the left-hand side of equation (1.3), which gives back the

wave vector k1% + ko + k3Z. So the phase planes are all perpendicular to the wave vector k.

Fixing a particular point, the period T of oscillation is 27 /w, while fixing a particular time, the
wave length \; along each axis is 27 /k;, where ¢ can stand for z, y, z. The total wave length A

is defined to be the perpendicular distance between consecutive constant phase planes, which



can be calculated easily from the following relation

1\° 1\ [1\* [1)?
-] == — — 1.4
G) -G +6) () =
where Az, Ay and A, are the wave lengths of waves projected onto the three coordinate axes.

For simplicity, let us now consider a 2D case in the x-z plane. Fixing a particular position
(zo, 20) at time ¢ = 0, the phase of the wave associated with this point is ¢g = kxo + mzo.
The wave vector, lines of constant phase and total wave length are illustrated in figure (1.1(a)).
As time t evolves, the lines with constant phase evolve continuously. The velocity of motion of
these lines defines the phase velocity, which is given by the total wave length divided by the

period of oscillation, and its direction is along the wave vector,
Up == = —. (1.5)

The projections of the phase line velocities onto the two axes give the phase velocity v,; along

each axis 7, and they are related to the total phase velocity via the following equation,

-G

which in fact can be derived by using equation (1.4).
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Figure 1.1: (a) A schematic diagram showing a wave with wave vector k. The red lines indicate lines
of constant phase. Note that A\, and A\, are both longer than )\, and they satisfy the relation of equation
(1.4). (b) A schematic diagram showing a cross-section of a ring-wave on water. N small oscillations
are superposed on at the surface of the ring-wave, each with a different phase speed c(k;), j =1, 2, 3, ...
, N. The velocity of the main ring-wave is given by u4, which is in fact the group velocity of the wave.
(Source: Nappo (2012))



1.2.2 The group velocity and the dispersion relation

In fact, the phase of a wave simply represents a pattern of the oscillation. So, the phase velocity
refers to the movement of this pattern, but not to the movement of physical quantities. A more
interesting problem would be to understand how fast waves transport energy and momentum.
Indeed, wave energy and momentum must be carried with the group velocity of the wave, i.e.

the velocity of motion of the wave packets.

Usually, oscillations occur as a result of overlapping of waves with a band of wave numbers (or
wave vectors). In 1978, Lighthill observed that as a stone falls into a tank of water, a circular
ring-wave is generated in the water, which expands in the radial direction and spreads outward
(Nappo 2012). Moreover, as the circular ring-wave moves, small oscillatory phases are observed
on its surface, which appear to move at a different velocity relative to the ring. The ring-wave,
indeed, consists of waves with a continuous band of wave numbers, which have different phase
speeds on the water surface and hence cause the observed relative motion. However, those
small phases only appear on the surface of the ring-wave, but as they leave it, their amplitude
becomes zero. If the phase of a wave really carried energy, then the small phases should be sus-
tained without being destroyed. Therefore, the fact is that those small phases have no energy
content, while the energy is carried by the ring-wave. In fact, the appearance of the moving
ring-wave is due to the outward propagating energy, which allows the oscillations to appear and
take the shape of a water ring. Therefore, the velocity of the moving wave packet is defined to

be the group velocity.

The mathematical formulation of the group velocity will just be presented here without deriva-
tion. In general, for a 3D case, the oscillation frequency w can be expressed as a function of

wave numbers k;, i = 1,2,3. The group velocity vy = (vgz, Vgy, Vg2) can be written as

Ow Oow ow

’ng = 87]{;1’ ’Ugy = 87]{;2’ ’ng = % (17)

The relation between w and the wave numbers is called the dispersion relation. The dispersion
relation is of great importance since it describes how the phase and energy propagate in the
medium. For a special case in 1D space, if the phase speed of waves is independent of their wave
number, we have v, = w/k = C, where C' is constant, which means that the dispersion relation
is w = C k. It can be seen easily that the group velocity and phase velocity are the same and
both independent of wave number. Such wave is described as non-dispersive. However, usually
waves are dispersive, such as the water ring discussed in the previous example. Each small wave
has its own phase speed c(k;) depending on its wave number k;, as shown in figure (1.1(b)).
Hence, different wave components will eventually spread away and change the initial wave form

as the wave propagates.



1.3 Linear Theory

The motions of the atmosphere under the assumption of inviscid adiabatic flow are governed
by the complicated primitive equations set (1.8), which contains 5 non-linear differential equa-
tions. Despite the fact that the primitive equations can capture many different phenomena of
the atmosphere, they contain more formation than necessary, including unimportant wave phe-
nomena such as sound waves, which do not have any meteorological significance. Such ‘noise’
embedded in the initial condition would cause numerical instability in meteorological models
(Lin 2007). Therefore, appropriate simplifications to the primitive equations are necessary for
studying the dynamics of the atmosphere. In this section, the result after those approximations
will be stated, but the derivation will not be presented. Interested readers may consult any

standard text books on atmospheric fluid dynamics.

%lt‘_ v:_fl)gg (1.8a)
l;)+fu:_;gz (1.8b)
%Qf :_ll)gi_g (1.8¢c)
%f = —p(% + gz + %) (1.8d)
%f o, (1.8¢)

where D /Dt = 0/0t +u0d/0x 4+ v0/0y + wd/0z is the Lagrangian rate of change, u = (u, v, w)
is the total velocity, f is the Coriolis parameter, p is density of air, p is pressure, g is the
gravitational acceleration and 6 is potential temperature. Note that the above equation set is
not closed. Closure of this equation set requires extra equations such as the equation of state
for ideal gas

p = pRT,

Ra/cp
6T <P> ,
p

where ¢, is the heat capacity of dry air under constant pressure, I7g is the ideal gas constant

and the Poisson equation

for dry air, and ps is a reference pressure value, usually set to be 1000hPa.

1.3.1 The Boussinesq approximation and Linearization

The two main challenges of solving the primitive equations are those embedded small-scale wave
phenomena and the intrinsic non-linearity of these equations. Small-scale waves such as sound
waves can be filtered by the anelastic approximation and the Boussinesq approximation, which

may also be used to simplify the equations. It is first assumed that the density p and pressure



p can be written as

p(x,y, 2,t) = pr(2) + p' (2,9, 2, 1), (1.9a)
p(z,y,2,t) = pr(2) + p'(z,y,2,t) (1.9b)

and that the magnitude of perturbations p’ and p’ is much smaller than that of those reference
states p, and p,.. Then, in the subsequent simplifications, we may neglect the effect of p’ in
all equations, except the vertical momentum equation (Booker and Bretherton 1967). This
is because the atmosphere supports small-scale waves mainly via two mechanisms: one is the
compression force, and another is the buoyancy force (Lin (2007); Nappo (2012)). The com-
pression force arises from the compressibility of air, which produces acoustic waves with short
wave length, such as sound waves. Such short waves are regarded as ‘noise’ in the investigation
of atmospheric dynamics. The buoyancy force is due to the contrast of density between an
air parcel and its environment. Such buoyancy force causes oscillations of the air parcel and
produces gravity waves. Therefore, to focus on gravity waves it is necessary to kill off the com-
pression force by assuming no density variation in the continuity equation, but at the same time
allowing the density contrast in the vertical direction. Together with the hydrostatic balance,

the results of the Bousinesq approximation after simplification are expressed as,

% oy _8(1 (ile) (1.10a)
%:+fu: _aé; <ap1:'> (1.10b)

% :_;gfi_ig (1.10¢)

g;‘ g; ‘?;;’ _0 (1.10d)
%‘z — 0, (1.10¢)

The problem of non-linearity can be solved by the so-called linearization process, which assumes

that other field variables can also be written as their spatial mean plus a small variation.

— (U(2),V(2),0) + u/(t, 2, 2) (1.11a)

u
0=0(z)+0(t,z,y,2), (1.11b)

where the bar or capital letters denote time-averaged mean values and are assumed to only
vary in the z-direction if non-zero. A prime denotes both time- and spatially-dependent pertur-
bations. Note that the vertical velocity w is assumed to be a perturbation, since its average is

zero. Substitute (1.11) into (1.10) and simplify by assuming that any product of perturbations



is negligible, and then the final result is

(90?:/+U(ZZ+V(Z+1U’%Z—J"U= —% @i/) (1.12a)
(Z—FUZ#—V?)Z—Fw’%‘Z/#—fu:—;y (8::’) (1.12b)
Ry LW, (1.12¢)
%%(Z;/*%f —0 (1.12d)

W 00 000 =0, (1.12€)

ot Ox oy 0z

1.3.2 The Taylor-Goldstein equation

We are now at the right point to derive the Taylor-Goldstein equation, which is the main target
we aim to solve in this study. Note that equation (1.12) includes the effect of rotation of the
Earth, which affects only large-scale motions. However, the scale of gravity waves that we are
interested in is small, so the Coriolis terms do not play an important role, and can be neglected.
Together with this assumption, we take the Fourier transform (see appendix B for the definition
of the pair of Fourier integrals) of equation (1.12) about its x, y and t dimensions, which is

equivalent to assuming that all the perturbation variables are of the form ¢’ = (j(z)ei(kmrk?y_“’t),

—iwi + iUk @+ iV kot + ‘;—Uw L (1.13a)
z Dr
N < (VI ko
—iwd +iUk10 + iV + —0 = —i—p (1.13b)
dz Dr
1dp 6
—iwtd + iUk + iVhath = —— L + g (1.13¢)
prdz 0
di
iy + ikyd + <= = 0 (1.13d)
z
T
—iwl +iUk10 + iVk20 + LU= 0, (1.13e)
z

For simplicity, we assume the mean density p, is constant. Then, it is possible to express all

other quantities in terms of w only. This yields the Taylor-Goldstein equation

d* (N%ﬂ U"ky + V"kg

12 oz T Q — (K2 + k%)) W =0, (1.14)

where ) = w — U - k is the so-called ‘Doppler-shifted intrinsic frequency’ of the wave, which
is in fact the frequency of the wave measured in the frame of reference of the mean wind (Lin
(2007); Nappo (2012)). The above equation is important because it contains only one unknown
variable w, and relations of w with all other quantities are known from equation (1.13). In
other words, equation (1.14) together with equation (1.13) is sufficient to determine the motion

of the atmosphere under the assumptions of linear theory. The remaining chapters will focus



on solving equation (1.14) subject to various situations such as different mountain width and

wind profiles.

Next, an important equation determining the direction of propagation of wave energy will be
derived. Recall that the propagation of energy is represented by the group velocity, so the
vertical component of the group velocity, i.e. v,., will give the direction of energy propagation
along the vertical z-axis. Now, consider the case of a constant background wind. Then the
terms in the bracket of equation (1.14) are all constant, and hence (1.14) becomes the well

known Helmholtz equation, which admits wave-like solutions, i.e.
W = C1e™* + Che "M (1.15)

where C] and Cy are arbitrary constants, and m takes the following form

2 2
m:i\/m—(k%+kg). (1.16)

Rearranging the above equation for w gives

N2(k} + k3)

=U-k+,/5—5—=5. 1.17
“ k2 + k3 + m? (1.17)
First, the horizontal phase speed ¢ can be calculated as
U- -k N
d (1.18)

c= = :
VE+E VE+ kS R+ kS +m?
Second, the vertical group velocity vy, given by dw/dm is calculated to be

m
(k? 4 k3 + m?)3/2

3
_ka’%%—k% o U-k (1.19)
N2 g |

The last equality in (1.19) used equation (1.18). In fact, terrain-generated gravity waves are

Vg = FN k:% —l—k%

stationary relative to the orography, which means that the phase speed c¢ is in fact 0. Thus,

(1.19) can be rewritten as

3
my/k? + k3 U-k
L= , 1.20
o N? VE + 13 (1.20)

Hence, we can see that v is positive, i.e. waves have upward propagating energy, if and only if
m takes the same sign as U -k. This result will often be used in the discussion of later chapters.
For the sake of convenience, in those chapters, the direction of wave propagation is meant to
be the propagation direction of the wave energy, rather than the phases of the wave, unless

otherwise specified.



Chapter 2

Flow over a 2-D isolated mountain

In this chapter, we are going to investigate mathematically the formulation of terrain gen-
erated gravity waves and some relevant physical quantities, by illustrating an example of a
two-dimensional mountain ridge with a constant basic wind profile. Terrain generated gravity
waves affect the atmospheric circulation by transporting energy and momentum of the mean
flow from the lower atmosphere to the upper atmosphere and hence contribute to modify the
global circulation (McFarlane 1987). Several important quantities, such as the surface drag,
wave momentum flux, and the critical level will be formulated mathematically to facilitate the

discussion in later chapters, which will extend the investigation to 3-dimensional space.

As will be shown in the 2-D example, the flow may exhibit different behaviors for different
horizontal wave numbers k. In the case where the atmosphere is well stratified and the moun-
tain is broad and gentle, gravity waves can be supported by the buoyancy force and are capable
to propagate vertically in the atmosphere. However, if the atmosphere is weakly stratified, or
with strong basic wind, gravity waves may not be able to propagate vertically and have to be
decaying throughout the atmosphere (Nappo 2012). Such different types of flow can be clas-
sified into different regimes of the wave solution. The exploration of different solution regimes

enable us to distinguish the criteria supporting the propagation of gravity waves.

2.1 Mountain profile

In this section, we consider a bell-shaped mountain (or the so called Witch of Agnesi mountain

profile),

hyma?

h _ _tm®
(z) 22 + a?

(2.1)

where h,,, is the mountain height and a is the horizontal scale of the mountain. This mountain

form had been widely used in many published books and papers (Lin (2007); Nappo (2012) and

10



Teixeira and Miranda (2009)), because of the simple form of its Fourier transform,

h(k) = %e—lkla, (2.2)

which will greatly facilitate the calculation of the wave solution. It turns out that the Fourier
transform of the orography profile plays an important role in the process of generating gravity
waves (Lin 2007). By Fourier analysis, we know that a periodic function on a real axis takes a
discrete wave spectrum, i.e. the constituent wave numbers are discrete. However, if the function
is not periodic, such as an isolated mountain profile in this case, the function is then composited
of a continuous band of wave numbers k (Nappo 2012). Hence, the steady state Taylor-Goldstein
equation has to be solved for each of these wave numbers in order to compute those relevant
quantities, such as the pressure perturbation, surface drag and vertical momentum fluxes, etc.
Figure (2.1(a)(b)) shows the distribution of the bell-shaped mountain and the product of k£ and

h(k). The importance of the function kh(k) will be discussed in the coming section.

/
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(a) h(x) (b) kh(k)

Figure 2.1: (a) shows an isolated bell-shaped mountain located at the origin, with mountain
height h,, equal 1 unit (or equivalently the scale is normalized by the height of the mountain),
while its scale width is @ = 10 h,,. (b) shows the distribution of kh(k), which has its maximum

at the wave number 1/a = 0.1.

2.2 Different regimes of solution

In chapter 1, by taking the Fourier transform of equation (1.12), we have derived the Taylor-
Goldstein equation. In this subsection, a detailed solving process of equation (1.14) for w(k),
which is the Fourier transform of the vertical velocity perturbation w’, will be presented. The
procedure follows the idea in the book by Lin (2007).

Consider now the 2D steady-state form of the Taylor-Goldstein equation (1.14):
W (2) + (1(2)? — E*)i(2) = 0 (2.3)
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where the function [(z) is the Scorer parameter

N? _U"(z)

=g e

(2.4)

The lower boundary condition for the total velocity u = (U(2) 4+ u/(z, 2), w'(z, 2)) is the ‘no-

normal-flow’” boundary condition, which, after linearization, requires that

dh(x)

U(z=0) In

—w'(z,0) = 0. (2.5)
By taking the Fourier transform of (2.5), we have
w(0) = ikU(0)h(k). (2.6)

If we assume the Scorer parameter [ is constant w.r.t z, e.g. a constant background wind profile
U and static stability N, then equation (2.3) becomes the famous Helmholtz equation, which

exhibits wave-like solutions. In fact, equation (2.3) has solution of the following form

b(z) = w(0)eVETRE i 2> k2 and (2.7a)
B(z) = w(0)e V2 i 12 < k2 (2.7b)

By the above equations, the wave solution exhibits different behaviors in the two cases 1% > k2
and k2 > I2. For the first case (I? > k?), oscillatory waves can be observed, while for the latter
case (12 < k?), the wave becomes evanescent, i.e. the wave amplitude is exponentially decaying.
A nice explanation described in the book by Nappo (2012) is helpful to see the physical picture
in these two cases. Suppose now that k is fixed and neglect for the moment the second term
in equation (2.4). Then [?/k? can be written as U@—; = %, where t,4, is the time for the
flow to complete one single oscillation by the means of advection. Thus, the criteria that an
oscillatory wave can only exist when [2/k%* > 1 implies that the advection time t,q, of this
wave has to be larger than the period of oscillation at the natural oscillation frequency N, i.e.
we have to allow enough time for the air parcel to oscillate by the means of buoyancy. If this
criterion cannot be met, then the wave oscillation cannot be completed, and hence the wave

amplitude must be decaying. This leads to the appearance of evanescent waves.

Recall that an isolated mountain profile is composited of a continuous band of wave num-
bers k, so we have to consider all these wave numbers in order to solve for w'(z,z). With the
two simple analytic members of the solution basis in equation (2.7), the solution for w’(z) can

be found easily by performing an inverse Fourier transform back to physical space, which yields
l [e's)
w'(z,2) = 2Re [ / iU kh(k)eVE—R2etke gl 4 / iU kh(k)e~VF=Pzethegp | (2.8)
0 !

The above integral is split into two parts according to the different expressions in (2.7). The
real part taken in equation (2.8) is due to the symmetry property of the integral, and also

because w'(z, z) is a real quantity.
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With the above equation, now it is an appropriate time to distinguish the different regimes of
the solution w’(z). From equation (2.8), given a particular value of k, the contribution of the
corresponding wave component ¢*% is weighted by the factor kh(k), which is equation (2.2)
multiplied by k. This implies that the total budget of a particular horizontal wave number k is
governed by the Fourier transform of the orography profile. Thus, if most of the k contributed
from the orography is bigger than [, then the second integral in equation (2.8) dominates. This
is referred to as the irrotational (potential) flow limit. Conversely, if the k contributed from
the orography is mostly smaller than [, then the first integral in equation (2.8) dominates: this
is the hydrostatic flow limit. Figure (2.1(b)) shows the distribution of kh(k) as a function of k,
which has a maximum value of h,,/(2¢) at kK = 1/a and decays exponentially afterwards. Thus,
the value of 1/a defines the scale of the horizontal wave number. Therefore, a condition for the

flow to be hydrostatic is

1 N Na
- Ll ~— or equivalently, —— > 1 (2.9)
a U] U]

And we define the non-dimensional constant @ = Na/|U|. Therefore, the hydrostatic assump-
tion is generally valid if @ > 1 (Teixeira et al. (2004); Teixeira and Miranda (2004)).

It turns out in these two limits the vertical streamline displacement of the flow n(x,z) can
be integrated exactly. First, we investigate the behavior of the flow when it is in the irrota-
tional flow regime by assuming [ < k. In this limit, we can assume the first integral can be

neglected and ! = 0.
w'(z,z) ~ 2Re [U/ z'k:fl(k:)ekzeikxdk]
0

= (hma) Re [U / ike_kzeikxe_k“dk} (2.10)
0

The vertical streamline displacement 7n(z, z) is defined by the equation w' = U % (Lin (2007);
Nappo (2012)). The corresponding Fourier transform gives

Nk, z) = — (2.11)

By using the above relation, n(x, z) can be calculated as (Lin (2007); Nappo (2012))

hma(z + a)

PR P (2.12)

o
n(x,z) = hmaRe [/ ek(”a’x)dk] =
0
All other perturbation quantities, such as the perturbation of pressure p’ and of potential

temperature 6’ can be calculated by using the 2D version of equations (1.13).

On the other hand, in the hydrostatic limit a > 1, we can assume the second integral in
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equation (2.8) can be neglected. Thus, w'(z,z) and n(z, z) can be integrated as

©© hm B L
w'(z,2) ~ 2Re [U / ik (2“) e k“e“e“”dk} (2.13)
0

hmacoslz — xsinlz
22+ (24 a)?

n(z,z) ~ hnpaRe [/ eilze_k(“_ix)dk} = (2.14)
0

Figure(2.2) shows the flow trajectories and pressure perturbation under different regimes.

2.3 The surface drag and momentum fluxes: conceptually

Figure 2.2 shows the streamlines 7(z, z) and the pressure perturbation p’(x,z) in the differ-
ent flow regimes described in the previous section. As shown in figure (2.2(a)), a important
difference between the irrotational flow and the other two types of flow is that the pressure
distribution of irrotational flow is symmetric on both upstream and downstream sides of the
mountain, while the pressure distribution is mostly asymmetric in the hydrostatic limit. It
turns out that this asymmetric distribution of pressure plays a crucial role in the generation of

the surface drag force and wave momentum fluxes.

The formation of the drag force can be understood by using some basic mechanics (Teixeira
et al. (2004); Teixeira and Miranda (2004); Nappo (2012)). The uneven distribution of pressure
on two sides of the mountain contributes to a pressure-gradient force exerted to the obstacle
by the flow (Lin (2007); Teixeira et al. (2004)). Then the famous Newton’s third law of motion
states that,

For any force exerted by an object A on an object B, there is a reaction force
exerted by object B on object A at the same time, with the same magnitude

but opposite direction.

Therefore, the existence of a surface pressure gradient force on the mountain means that there
is a reaction drag force exerted on the flow by the mountain. This drag force creates flow
perturbation patterns which carry mean flow horizontal momentum and propagate upwards
(Nappo 2012). The stronger the drag force the flow experiences, the greater the upward propa-
gating momentum flux is. As a result, the drag force represents the total amount of horizontal
momentum being able to be transported vertically to the upper atmosphere in the form of
gravity waves (Teixeira and Miranda 2009). As we can see from figure(2.2(a)), gravity waves
do not appear (the flow amplitude decays exponentially with height) in the case of irrotational
potential flow due to the absence of the pressure difference on the two sides of the mountain
(and hence the drag force). For the other two types of flow, wavy patterns of the streamlines
and pressure can be clearly observed in the vertical direction. Associated with them are strong
surface pressure gradients and surface drag forces, which are consistent with the above analysis.
These can be verified easily in figure 2.2(b) and 2.2(c).
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(c) Hydrostatic flow: a = 10km, Ay, = 1km, N = 0.01, U = 10ms™*

Figure 2.2: (a) shows a contour plot of the pressure perturbation (colored lines), and trajectories
of the flow (black lines) in the irrotational potential flow. The flow is evanescent above the
mountain. (b)(c) show filled contour plots of the pressure perturbation and trajectories of the
flow (white lines) in the intermediate and hydrostatic regimes, respectively. The mountain
profiles are depicted by brown dashed lines. Both the x-and y- axes are scaled by the height of
mountain h,,. It is clear that the wave pattern is vertically aligned in hydrostatic limit, while

the wave pattern tilts downstream of the mountain in the intermediate limit.
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Mathematically, since the quantity [ is actually the total wave number, while k is the
horizontal wave number, the assumption that [ > k implies immediately that the total wave
vector is almost vertically orientated. Moreover, the stationary nature of the mountain wave
can be explained by the fact that the existence of a drag force arises from the surface orography;,

so the gravity wave patterns have to remain attached to the orography (which is their source).

2.4 The surface drag and momentum fluxes: mathematically

With the conceptual discussion of the surface drag and momentum fluxes in the previous section,
in this section the mathematical formulation of these quantities will be illustrated. The approach
follows books by Lin (2007) and Nappo (2012).

Recall that the surface drag D is created due to the net pressure gradient force resulting from
the asymmetric pressure distribution on the orographic profile. One equation directly related
with the pressure gradient force is the horizontal momentum equation, i.e. the 2D version of
equation (1.12a)

ou
—tw—+—F-—=0 (2.15)
For an isolated mountain profile, h(x) — 0 as z — %o0o. So we multiply equation (2.15) at

z =0 by h(z) and integrate over the entire x-axis.
+oo o’ +eo au toeo 1 0p
/ h(2) US> dx + / h(z)w' —dz + / h(z)— 2L dz = (2.16)
oo Ox oo dz oo pr Ox
By using integration by parts, the first integral I; can be evaluated as

+oo dh +oo
I = / Uu'd—dx = / w'w'(0)dz (2.17)

The last equality has used equation (2.5). Moreover, also by using equation (2.5), the second

integral I5 vanish.

° dUu dU o dh
— 1= — 7= -
Iy = / h(z)w . de =U . / h(z)—dz

dU [+°° 1dh?
=U— ——d
Udz Ceo 2 dx *

=0 (2.18)
The same approach is applied to the integral I3
oo 1 op oo ' dh
I3 = h(zx)——=—dx = — ——d 2.19
° /_oo (x)pr oz " /_oo pr dx v (2.19)

Adding the three integrals, equation (2.16) can be rewritten as

400 +oo  dh
—pr/ u'w'(())dx:/ p —dx (2.20)

NS o dz
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In the above equation (2.20), the R.H.S is the integral of the product of the pressure and the
elevation gradient, which is the net pressure gradient force experienced by the orography; while
the L.H.S is the integral of the product of the horizontal momentum and vertical velocity, which
is the stress force experienced by the mean flow. Therefore, we can see that equation(2.20) is

in fact a statement of Newton’s third law, as explained in the previous section.

Thus, the formal surface drag force (at z = 0) is defined as

[e.e] o0 h
D= —/ pru’w'dx:/ p —dz, (2.21)

—0o0 —00
which is actually equation (2.20).

Equation (2.20) defines the surface drag in terms of the pressure gradient force at the surface.
Despite the fact that the R.H.S loses its meaning above the surface, the quantity on the left
hand side the L.H.S does not. However, this limitation can be avoided by replacing h by 7,
i.e. the vertical streamline displacement of the flow. Moreover, the product of p,u’ and w’
has the physical meaning of vertical advection of horizontal momentum. Thus, integrating this
quantity over the entire real axis at any level describes the momentum flux at that level. Thus

the momentum flux can be formulated as

o0
M = —/ pru'w'dx (2.22)
—o0

From this definition we can see immediately that the momentum flux at the surface gives exactly
the surface drag. In other words, this again demonstrates that the drag force gives the total

amount the horizontal momentum flux that can be produced by the flow over the orography
(Teixeira and Miranda 2009).

2.5 Height dependent Scorer Parameter

In the previous sections, we only focused on the situation when both the basic wind profile U (z)
and the Brunt-Vaiséaléd frequency N are constant with respect to height, i.e. a constant Scorer
parameter. However, reality is not always that simple. The basic wind profile can be easily
altered by a lot of factors, such as variations of the surface temperature, or orographic distri-
bution. In this situation, the Taylor-Goldstein equation (2.3) cannot be solved analytically in
general for arbitrary wind profiles. Hence, numerical calculations are necessary for investigating
the behavior of the atmospheric motions (Grisogono (1994); Shutts (1995); Shutts and Gadian
(1999)).

Despite this difficulty, the behavior can still be analyzed using reasonable simplifications and
assumptions. A common approach is to assume that the variations of the Scorer parameter

(2.4) in the vertical direction are slow. Recall that when the Scorer parameter [ is constant with
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height, equation (2.3) admits wave solutions (2.7), in which the wave number is m = V1% — k2.
If now the Scorer parameter is slowly-varying, this means that m is slowly varying as well.
Therefore, it is reasonable to assume that the solution is still oscillatory in sinusoidal form,

thus the solution is approximated as
w(k, z) = A(k, z) exp(igp(k, 2)), (2.23)

where A(k,z) is the height dependent amplitude and ¢(k, z) is the height dependent phase
for the wave solution. In fact, the above idea gives the motivation for the WKB (Wentzel,
Kramers, Brillouin) method, which has been used and discussed in a wide range of papers
(Shutts (1995); Teixeira and Miranda (2004); Teixeira and Miranda (2006)). The discussion of
the WKB approximation will be continued in chapter 3, in which this method will be applied
to two different wind profiles, and its validity will be analyzed and compared with numerical

calculations.

2.5.1 The critical level

In the previous example of gravity wave behavior over 2-D orography, we aimed at solving the
Taylor-Goldstein equation (2.3). One may note that the Scorer parameter (2.4) may suffer
from singularities if the denominator U(z) (in the 3D case is U - k instead) becomes zero at
some level z.. This level z. is defined to be the critical level. By the second-order nature of the
Taylor-Goldstein equation, the first order derivative of the solution w(z) is no longer continuous

at critical levels.

The study of critical levels began early in the 1960s. At that time meteorologists mainly
focused on critical levels occuring in a sheared 2D flow over an isolated mountain ridge. Many
studies (Bretherton (1966); Booker and Bretherton (1967); Breeding (1971)) showed that the
wave energy would be absorbed and wave magnitude would be attenuated by a factor of
exp(mV/ Ri — 0.25) (definition for Ri is in appendix A) as the waves approach and cross the
critical level. A more physical picture of this effect is that any wave packet will not reach
the critical level in any finite amount of time and its vertical group velocity w, approaches 0
as it moves towards the critical level (Bretherton 1966). The mathematical derivation of the
asymptotic behavior of gravity waves near a critical level is provided in appendix A, and the

over-all result is expressed by equation (A.24),
w(2) = /(2 — 2e) (CTE%’(SQN) In(z=ze)u | ol eilsgn) In (Z—zc)u> for z > z,

w(z) = —i(sgn)/(zc — 2) (CTe”“ei(Sg") In(ze=2)n 4 Cbemmhe=ilsgn)In (ZC*Z)“> for z < z

where the terms with coefficient CT represent waves with upward propagating energy, while
terms with coefficient C*+ represent waves with downward propagating energy. The behavior

across the critical level is shown in figure (2.3).

It is important to note that there is a difference in the meaning of critical levels between
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2-D and 3-D cases. In a 2-D situation, a critical level appears only when the basic wind U(z)
is zero at some height z., while in the 3-D case, it refers to the levels where the vector U is
perpendicular to the horizontal wave vector number k. In fact, the definition of a critical level in
the 3-D case is more general, in the sense that the 2-D definition can be viewed as a restriction
by reduction of dimensions. Following this point of view, it should be noted that the critical
level in a 2-D situation is k-independent since the horizontal dimension contains only the x
direction, so the dot product U -k can be zero if and only if U(z) = 0. But in a 3D situation,
the critical level z. is k-dependent, except when U(z) = 0. Thus, Broad (1995) designates the
critical level z. at which U(z) = 0 as a ‘total critical levels’ in the 3-D situation. Moreover,
with 3D orography, at any height z, there is always some wave vector k perpendicular to the
basic wind U(z). This means that every level in the atmosphere is the critical level for a certain
wave vector k. So this contributes to the so-called ‘critical layer’, as opposed to discrete critical
levels. Moreover, the k-dependent property of the critical levels contributes to a directional
filtering effect of critical layers (Broad (1995); Shutts (1995)). In chapter 3, a more detailed

discussion about the effect of critical levels in a 3-D situation will be presented.

|
0.25 — Imagary part of w(z) |
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Figure 2.3: shows the behavior of the real (blue) and imaginary (green) parts of w(z) around
a critical level z. for a particular wave vector k in a 3D situation. The wave becomes highly
oscillatory as it approaches z. (in fact its frequency approaches infinity), and the amplitude of
the wave shows a shape drop (by a factor of e™™, with u = 1.4234 and Ri = 2.276 in this

figure) once it passes through z.. Both the units for the x and y-axis in this figure are arbitrary.

19



Chapter 3

Flow Over a 3-D Isolated Mountain
in the Hydrostatic Regime

In this chapter, we are going to investigate mountain waves generated by flow over a 3-D isolated
mountain in the hydrostatic limit. Two simple height-dependent wind profiles will be examined:
a linear wind profile with directional shear and a turning wind profile. Reasons for choosing
these wind profiles are that, first, they are simple and can be described easily by elementary
functions, and second, the directionality of the wind profile allows the existence of a critical
layer, i.e. a layer of the atmosphere in which any level is a critical level for a certain wave
vector k. Two methods, namely the WKB approximation and a numerical method developed
by Siversten (1972), will be adopted to solve the Taylor-Goldstein equation, and their results

will be presented and compared.

3.1 Setting of the problem

An inviscid, irrotational, steady flow can be captured by the steady-state version of the lin-
earized 3-D Boussinesq equations (1.12), which can be used to derive the steady-state Taylor-

Goldstein equation,

N2j? Uk +V"k
M 12 1 2 2 N

— —k =0 3.1
where k1 and ko are wave vectors associated with x and y directions, and ko := k% + k% . In

the 3D case, the Scorer parameter [(z) is then defined by the following equation

N*kfy Uk +V'ky

P(z) =
&) = Ot VRE ~ Uh+Vh

(3.2)

Recall that in the hydrostatic limit, the magnitude k1o of the horizontal wave vectors k con-
tributing to the orographic profile is much smaller than that of the total wave number [, so that

the term —k?, in equation (3.1) can be neglected. Thus, equation (3.1) becomes

N*kfy Uk +V'ky
(Uk?l +Vk2)2 Uki + Vs

@"(2) + w(z) = 0. (3.3)
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If the static stability coefficient IV is real and varies gently with height as well as U, then the
consequence of this assumption is that any wave being considered can freely propagate vertically
in the atmosphere, i.e. the associated solution of w(z) must be in the form of a propagating
wave at any level of the atmosphere. Therefore, wave reflection phenomenon does not occur.
With this observation, it is possible to include only waves with upward propagating energy.
The full atmospheric setting will be discussed next together with consideration of the critical

layer and the wind profile.

3.1.1 The critical layer

For flow over a 3-D isolated mountain, given a certain wave vector, the associated critical level is
defined as the altitude where the basic flow U is perpendicular to the horizontal wave vector k.
The effect of the critical level is that the wave energy and momentum is effectively attenuated
and absorbed by a factor of e”™ into the mean wind without being reflected (Grubisic and
Smolarkiewicz 1997), as discussed in chapter 2. Therefore, if the direction of the basic wind
profile turns with height, then it induces a continuous region in the atmosphere, in which each
level is a critical level for a certain horizontal wave vector k (Shutts 1998). This region is
the critical layer, as explained in chapter 2. Thus, the existence of a directional shear will
be a necessary condition for the occurrence of such a layer. The effect of such a layer is well

summarized in the paper by Broad (1995), where it is shown

U(z) - =0, (3.4)

where 7(2) = (72(2), 7y(2),0) is the wave stress vector, which is a generalized 3D version of the

wave stress defined inside the integral of equation (2.22).

Equation (3.4) states that the vertical gradient of the wave stress vector (and hence that of the
vertical momentum flux vector) must be perpendicular to the mean wind U(z). This means that
there is a filtering effect of vertical momentum flux occurring along the direction perpendicular
to the mean wind, which is the so-called ‘directional filtering effect’ of the critical layer. Such a
filtering effect throughout the critical layer is the interaction between the gravity waves and the
mean wind (i.e. the deposition of wave energy and momentum) (Miranda and James (1992);
Hines (1988); Shutts (1998)). For simplicity, we will only consider the situation where each
horizontal wave vector k can have at most one critical level in the atmosphere, which means

that the turning angle of the mean wind cannot exceed 180°.

3.1.2 The wind profiles

As mentioned previously, two wind profiles will be examined in this chapter. The first one is a

linear wind profile with directional shear, which can be formulated as
Ulinear(z) = (U(Z)7 V(Z)) = (U() - az, UO)’ (35)

where « is the shear strength and Uj is the surface wind magnitude for each component. Since

Ujinear(0) at the surface has both x and y components equal to Uy, this basic wind makes an
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angle of 7/4 relative to the z-axis at the surface, and this angle approaches 7 at infinity. But
due to computational limitations, the domain being considered must be finite, and hence the
wind can only turn by a certain angle 6,,,, at the top of the domain 2z,,4,, as shown in fig-
ure (3.1(a)). Nevertheless, regardless of computational limitations, the atmosphere can still be

considered as an infinitely extended troposphere with a height-independent stability constant V.

The second wind profile being considered is the turning wind profile,
Uturning(2) = (U(2),V(2)) = (U cos (Bz), Uy sin(Bz)), (3.6)

where 3 is the rate of turning of the basic wind with respect to height and Uy is the wind
magnitude. As required, the wind can at most turn by an angle of 7 from 0 at the surface to

7 at the top of the computational domain 2,4z, as shown in figure (3.1(b)).

Omax At Z = Zpgy

(a) Linear wind profile (b) Turning wind profile

Figure 3.1: (a) shows a schematic diagram of the linear wind profile. (b) shows a schematic diagram

of the turning wind profile.

3.1.3 The mountain profile

Similar to the case of a 2-D isolated mountain, the mountain being considered in this chapter

is a 3-D circular bell-shaped mountain (i.e. Witch of Agnesi mountain profile),

hm,

M) = T a1 (g

(3.7)

where h,, is the height of the mountain, and a is the width (both in the x and y directions).

The associated Fourier transform is

N hyma?

hiky, ka) = =0 e~z (3.8)

As usual, two boundary conditions are required to solve the Taylor-Goldstein equation (3.3).
With the above choices for the atmospheric and orographic profiles, the linearized boundary

condition at the surface analogous to equation (2.5) is formulated as

w(z=0)=ih[U(z=0)k +V(z=0)ks] for z=0, (3.9)
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which is the ‘no-normal-flow’ boundary condition. Another boundary condition is employed at
z — 400, requiring that only waves with upward propagating energy are included. This is the
so-called radiation boundary condition. Its implementation will be discussed separately in each

of the methods being used.

3.2 Methodology

In this section, we are going to investigate two methods to solve equation (3.3). The first one
is a numerical method proposed by Siversten (1972), which has been adopted in Teixeira and
Miranda (2006) to investigate the effect of sheared flow over elliptical mountains. The other one
is a popular asymptotic method, the WKB (Wentzel-Kramers-Brillouin) approximation, which
has been briefly mentioned in chapter 2. The advantage of the WKB approximation is that it
provides an approximated analytic expression, which is helpful for the analysis and calculation
of some important quantities, such as the surface drag, momentum fluxes and their divergence
(Teixeira et al. (2004); Teixeira and Miranda (2009)).

However, before introducing the formulation of these two methods, it is worth noting that the
steady-state Taylor-Goldstein equation (3.1), in fact, admits an exact solution for the linear
wind profile (3.5) in both the hydrostatic and the non-hydrostatic limits. The hydrostatic exact
solution, which has been adopted by Teixeira et al. (2008), can be written in terms of simple
elementary functions, whilst the non-hydrostatic solution has to be expressed in terms of special
functions, more specifically Bessel functions. The details for the non-hydrostatic solution will
be discussed in chapter 4. With the aid of the exact solution for the linear wind profile in
the hydrostatic limit, the accuracy of the numerical method by Siversten (1972) can first be

demonstrated, so that it can be safely applied to calculate w for the turning wind profile.

3.2.1 Exact solution for linear wind profile in hydrostatic limit

By using equation (3.5), equation (3.3) can be simplified as

M N2k%2 ~ _
w"(z) + <(U0(k1 ) — aklz)2> w(z) = 0. (3.10)

The general solution of the above equation is (Teixeira et al. 2008)

) 1/2+i(sgn)p
. (3.11)

) 1/2—i(sgn)p

w(z) =C" (1 - +ct <1 ___ k=

U()(/Cl -l—kz) Uo(kl -l-kg)

where sgn = sign(—ak;) is the sign of the derivative of U - k at the critical level z. and u =
V/N2k2,/(ak)? — 0.25. It will be shown in the following that the first term is associated with

upward propagating waves, whilst the second term represents downward propagating waves.
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The corresponding vertical wave number m can be calculated as

w
m = —1—
w
1 1 1
= (sgn)n _ Uolkitks) 9 Uo(kitks)” (3.12)
z akq z aky

In fact, given a horizontal wave vector k = (ki, k2), the associated critical level for this linear

Uo(k1+k2)

oi - Therefore, the real part of m is
1

wind profile is

1

zZ— Z

Re(m) = (sgn)u (3.13)
If sgn > 0, then U -k is positive above z., and negative below z.. And 1/(z — z.) is also positive
above z. and negative below z.. Thus, Re(m) always takes the same sign as U - k. The same
result can be reached if sgn < 0. Thus, the first term is associated with upward propagating
waves, according to the conclusion in equation (1.20). Since in the hydrostatic limit, we are
only concerned about upward propagating waves, only the first term is relevant to the following

investigation.

3.2.2 A Linear numerical model

In this section, we are going to investigate a numerical method proposed by Siversten (1972),
and the discussion follows the idea of the paper by Teixeira and Miranda (2006). Solving
the 2nd-order Taylor-Goldstein equation as a boundary value problem requires two boundary
conditions. One of those is at the surface and assumes no normal flow. However, the radiation
boundary condition at the upper boundary is less trival to apply. This may pose challenges if
one attempts to solve the problem using methods such as finite differences or finite elements.
The advantages of the method by Siversten are that, first, it allows us to choose the desired
branch of the wave (in terms of direction of energy propagation), so that the radiation boundary
condition can be easily imposed. Second, it enables an accurate implementation of the lower
boundary condition by embedding this boundary condition in the solution form (Teixeira and
Miranda 2006).

Mathematical formulation

In general, the solution to (3.3) can be written in the following form

4
w(z) = w(0) exp {z/ m(C)dC}, (3.14)
0
where m is the vertical wave number. By substituting (3.14) into (3.3), then (3.3) is reduced

to a 1-st order non-linear differential equation for m (Teixeira and Miranda 2006).

N2k‘%2 B U'ky +V"ksy
(Ukl + Vk‘g)Q Uki + Vs

im' —m? + =0 (3.15)
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The lower boundary condition is implicitly included in the solution form (3.14), so the boundary

condition for (3.15) must be consistent with the upper radiation boundary condition.

Boundary condition

In fact, the correct boundary condition for (3.15) depends on the existence of the critical level.
Fixing a particular wave number k, if a critical level does not exist, or it exists far away from the
calculation domain, then we may assume that m reaches a constant at the top of the calculation
domain, and the curvature of U is basically 0, so that m’ = 0 and the curvature term of (3.15)

can be dropped. Thus,
Nki2

U(Zmaa:)kl + V(Zmaft)k2

On the other hand, if a critical level appears within the domain or near the top of the domain,

(3.16)

m(zma:r:) =

then the asymptotic behavior of m must be used. From appendix A, we know that @ becomes
highly oscillatory as z approaches z., which means that m — oo as z — z.. However, infinity
is not a numerically favorable quantity, so a good way to tackle this problem is to solve for the

inverse of m. Define L = 1/m, then (3.15) can be converted into a differential equation for L

N2]€2 (]//k1 4 V//kg
L'=il1- 12 — L? 3.17
! [ { Uki + V)2 Uk + Vs } (3:.17)

The dominant behavior of L near the z. can be obtained by using a Frobenius expansion,

following a similar approach to that in appendix A, we have

Z— Zg

i + ~ Nkia 1-1 U’ ZC kl-i-V/(ZC)k’g)
Uzl +V (2o ks NZRZ,

LE(2) =

==

Nk1s N2k2,

(U ()1 + V' (2c)k2)?
2N?k2,

(U (ze)k1 + V' () ko) (2 — 20) \/1 1 (U (2ot + V' (20)ks)?
4

+i(z — 2¢)

for z near z. (3.18)

For a wave with upward propagating energy, we require that Re(m) takes the same sign as
Uky + Vkg. This is true for L as well, since L = 1/m, so we require that the real part of L
takes the same sign as (U'(z¢)k1 + V'(2c)k2)(z — z.). Thus, we see in (3.18) that the positive
branch L7 is associated with upward propagating energy. Therefore, (3.18) allows us to select

the correct branch of the wave solution to satisfy the radiation boundary condition.
With the positive branch Lt in equation (3.18), the behavior of m near the critical level is

determined, and m in other regions can be solved by either (3.15) or (3.17) using a numerical

method. The Runge-Kutta 4th-order method is adopted for this purpose.
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Error analysis

Since this numerical method solves for the vertical wave number m, instead of w, the error
analysis will be based on the error associated with m. A wave vector k with its critical level z.
located near the surface is chosen. The integration of m is carried out above z. from a certain
grid point near z. to the top of the calculation domain. Exact value of m is used at the first
grid point near z. as the initial value for the numerical method. By doing this, the numerical
solution of m will not be affected by the error in the initial value. The error of m at the top
of the domain is calculated and analyzed. The reason for choosing this point for error analysis
is that due to the large integration distance, if the solution of m at the top of the domain is
convergent with a certain order, then it is safe to conclude that this method is convergent and

of the same order of accuracy.

Denote the true value of m at z by m(z), and the numerical solution of m at the n-th grid point

by m,,. Assuming that the global error e, of m at the top of the domain is O(AzY), i.e.
ezmam = ’m(zmal’) - mnmaa:‘ ~ AZN7 (319)

where 2,4, denotes the top of the calculation domain, nmax denotes the corresponding grid
point and Az is the grid spacing. A geometric sequence of Az: {Az; = Az x 471 =
1,2,3,..., M}, where v < 1 is a certain positive common ratio and M > 1 is a natural number,

is chosen to compute a sequence of global error {e, . (i),i=1,2,3,...,M}. Then we have

(=) - ((32))

=NG—1)In(y) (3.20)

Thus, by calculating In (ME(Z)}) /In(v) as a function of i, we should obtain a straight line

€zmax (1

with slope N. Figure (3.2(a)) shows the calculation result of equation (3.20), with v = 0.75, M
=6, ;2= = 0.08497 (so that the critical level is close to the surface). The value of v is chosen

zZ.

so that a large enough M is allowed before the round-off error become dominant.

The distribution of all the data points is linear, and a linear fit with slope equal to 4.0563
is obtained. The R? value is 0.99883, which means that the trend of variation is reliable.
Therefore, we can conclude that this method is convergent with order of accuracy equal to
4, which is consistent with the order of the numerical scheme used (4th-order Runge-Kutta
method). Due to its high order of accuracy, this method can be safely applied to the turning
wind profile. In the results and discussion section, the results obtained using this numerical

method will be taken as a reference to investigate the accuracy of the WKB method.

3.2.3 The WKB approximation

In chapter 2, a brief idea of the WKB approximation had been sketched. In this subsection, a
more mathematical formulation of the method will be provided, and its validity, especially near

the critical level, will be investigated in the next subsection.
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Generally speaking, the WKB method is an asymptotic series expansion for solving linear differ-
ential equations with spatially-dependent coefficients, e.g. a height-dependent Scorer parameter
[(z). This method is widely used in many different areas, such as wave mechanics, quantum
mechanics, etc. In meteorology, applications of this method are well-known in the investigation
of Rossby waves and mountain waves (Grisogono (1994); Broad (1995); Shutts and Gadian
(1999); Teixeira et al. (2004)).
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(a) Trend of error variation (b) Real and imaginary parts of m
Figure 3.2: (a) shows the calculation result of equation (3.20). Six data points are plotted, and a linear

best fit line is drawn, with a slope equal 4.0563. The x-axis is the data number i — 1, with i = 1,2, .., 6,
whilst the y-axis is the value of In (%) normalized by In~. (b) shows a plot of the real and

Zmax

imaginary parts of m. The critical level is located around grid point z; = 100, with a corresponding a
height value of z, = 849.7 in a calculation domain of height z,,,, = 10000.

Mathematical formulation

Consider a general form of linear homogeneous differential equation

dny n dn—iy
()Y o 3.21
€dzn + ;a (Z) dzn—z ( )

where ¢ is assumed to be small, i.e. ¢ < 1, and a;(z) are spatially varying coefficients. Then

the WKB method assumes an asymptotic expansion for y(z) of the form

o) =)o | 330 [ dms(opic . (3:22)
=0 70

where § < 1, m;(z) are functions to be determined, zy is a point of reference. The above form
of solution has been employed in papers by Teixeira et al. (2004), Teixeira et al. (2005) and
Teixeira and Miranda (2006), because it is favorable for the implementation of the radiation

boundary condition.

To strictly follow the above formulation, we first apply a change of variable to equation (3.3)
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by defining Z = ez and so d/dz = ed/dZ (Teixeira et al. 2004), which then yields

(Ukl + Vk2)2 Uky + Vko

20 +

W =0, (3.23)

where d/dZ is denoted by a dot over the variable. Assume the solution of w(z) takes the form
of equation (3.22)

1. [Z .
W(Z) = w(0) exp SZZ' /0 &m;(¢)d¢ |, (3.24)
=0

where the point of reference is taken to be at the surface z = 0, so that the lower boundary
condition can be naturally included. Substitute equation (3.24) into equation (3.23) and group

terms of different powers of § and €. As both §, € — 0, the dominant behavior is

2 27.2

) N=k1y

—Zm L m2 . 2
52 O(Z) ((U’Cl VkQ)Q 0 (3 5)

N2kf,
Uk1+Vko
domain. Then equation (3.25) is valid if and only if ¢ and 0 are of the same order. Thus, we

We assume that the term i E is large compared with € and § within the calculation

may set & = €, which then yields

+ Nk]_Q

_g Rz 3.26
Mo Uky + Vs (3.26)

This is the Oth-order WKB approximation. By comparing higher powers of £, a set of equations
for higher-order corrections can be obtained. First and second-order corrections (Teixeira and
Miranda 2009) are illustrated as follows,

imO — 2m0m1 =0 (3.27&)

. Uk + Vs
-2 —m? - 3.27b
1my moma — Mmj Uk + Vksy ( )

which can be solved for m; and ma, with the use of (3.26)

e 1Uki+Vh
U= 5 Ukt + Vi

. . . . 2
Uky+ Vs [ Uky+ Vi (1 Uky + Vk 11
+ 1 ) 1 ) 1 2
- S g (AR 3.28b
"2 T TNk \ Uk + Ve (2$ >+<Uk1+Vk2> < 2 4> (3:28b)

(3.28a)

Recall from equation (1.20) in chapter 1 that, waves with upward propagating energy always
have wave number m taking the same sign of Uk; + Vky. Thus, we can see from (3.26) that

the positive branch of mar (which is the dominant term of m) is always associated with upward
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propagating energy. Therefore, the desired branch m; is chosen as

Nk
_ Nk 3.99
0= Ukt + Vg (3.292)
1 ,Ukil + ng
_ 1 20b
TS Uk + Vi (3.29b)
. » . . 2
VUky + Vg [ Uky+Viy ([ Uky + Vs
— 9 3.99
M2 =TT Nk Uky 4 Vg | (Ukl ¥ Vk2> ) (3.29¢)

which is consistent with the result of papers by Teixeira et al. (2004), Teixeira and Miranda
(2009). Thus the WKB solution for w(Z) valid up to 2-nd order is

a2y = a0 e ([ (mol0) +ma(©) + 2ma(c) ) ac)) (330)

Transforming back to the z coordinate by absorbing the ¢ coefficients, we have

i(z) = (0) exp ( / " (mo(¢) +ma(¢) + m2<<>)d¢>, (3.31)

In this form, the ¢ is implicitly embedded in the m; and ms terms, and therefore equation
(3.31) is valid when the ratio |[m;/mg| < 1. A reasonable estimation of ¢ (Teixeira et al. 2004)

is

e & |my/my
U/k'l + V,kQ
T Nk
~ Ri(705) (3.32)

where the Richardson number Rj is defined as

N2

Ri = U/Z + V/Q'

(3.33)

The definition of this non-dimensional parameter is important and used often in later discussion.
By using (1.13) together with (3.31), the WKB solution for other quantities, such as pressure
and potential temperature, can also be obtained. One quantity particularly worth illustrating

is the surface pressure perturbation, so its expression will be derived here.

Following the approach in paper by Teixeira et al. (2004), and using equations (1.13a), (1.13b),

(1.13d), we can obtain an equation for the Fourier transform of the pressure p,
b= iUk + V') — (Uky + Vo)), (3.34)
Note that a relation between w and @' can be derived easily by differentiating (3.31) or (3.14),

@ = imab, (3.35)
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where m(z) = mo(2) + m1(2) +ma(z) up to second order. Thus, p(z = 0) can be calculated as
Pz = 0) = i:TO{(Uékl + Vika) — i(Uoky + Voka)m (2 = 0)
12

- —%{(Uékl + Vika) — i(Uoky + Voka)m } (Uoky + Voka)h, (3.36)
12

where Uy and Vj are the values of U(z) and V' (z) at the surface z = 0, and the surface boundary
condition was used in the last equality. With equation (3.36), the surface pressure distribution

can be obtained by taking the inverse Fourier transform back to the physical space.

p(z=0) = / / p(z = 0)e!F1ek29) gk dky (3.37)

Figure (3.3) shows the surface pressure p(z = 0) for the two wind profiles with Richardson
number Ri = 0.5 using the WKB approximation. An obvious difference between the two
figures is that the upstream high pressure in figure (3.3(a)) moves a little southward along the
negative y-direction, while the pressure in figure (3.3(b)) is antisymmetric about the z = 0 axis.
This is because the surface wind U(z = 0) makes an angle of 7/4 to the x-axis in the linear
wind profile, while the surface wind is along the x-axis in the turning wind profile. Hence,
the pressure distribution in the case of the linear wind profile has no symmetry about the line
z = 0.
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(a) linear wind profile (b) turning wind profile

Figure 3.3: shows the distribution of normalized surface pressure p/(po(UZ + VZ)h) over the orography,
where h = Nho/|U(z = 0)| is the non-dimensional height. Both figures have Ri = 0.5. (3.3(a))
corresponds to a linear wind profile which makes an angle of 45° with the x-axis at the surface and turns
by an angle of 120°, while (3.3(b)) corresponds to a turning wind profile which turns by an angle of
180°. Black contours denote a height of 0.5 hg. These figures are reproduced from paper by Teixeira
et al. (2004).
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Treatment of the WKB solution across the critical level

Equation (3.31) gives the WKB solution for @(z) over a region where 1%(z) is larger compared
with @”. However, a natural question may arise about the validity of equation (3.31) as z
approaches the critical level, at which the Scorer parameter [? — oco. In fact, studies have shown
that in the vicinity of a critical level z. the WKB method becomes most accurate (Whitten and
Riegel (1973); Satyanaryanan and Sachdev (1980)). So, the WKB approximation is reliable
across the critical level. However, in addition to equations (3.29) and (3.31) obtained from the
WKB solution, special treatment is needed in order to include the attenuation effect to the
wave amplitude in the WKB method as w(z) crosses the critical level. In this subsection, such

a treatment will be discussed in detail.

Recall from equation (A.24) of appendix A, that for waves with upward propagating energy, a
factor of e™™ is multiplied to the amplitude of the wave solution as it crosses the critical level
from below. In fact, the WKB solution can capture this amplification factor by introducing

some slight modifications to the integration path of the integral in (3.31).

In appendix A, due the existence of the singularity at z., the path of the integral over z must go
under or above the singularity depending on the sign of G’(z.). In fact, for the WKB solution,
this can be done in exactly the same manner, such that the integral of (3.31) is no longer on
the real axis (z-axis), but becomes a complex contour integral. The path of the integration is

shown in figure (3.4).

Figure 3.4: shows the complex contours C for the integral of equation (3.31), which is divided into
three parts, namely, C, Cs and C3. C7 and C3 are on the real z-axis, while Cs is a small semi-circular
complex contour, with radius 6. The blue contour which goes below the singularity is for G’(z.) > 0,

while the red contour which goes above the singularity is for G'(z.) < 0.

The definition of G(z) is recalled to be G(z) = U(z) - k. Now, assume that G'(z.) > 0,
so that the blue integration curve in figure (3.4) will be used. Now, consider only |w(z)| of
equation (3.31). Denote the integration of m; in the exponent of (3.31) by I;, j = 0,1,2,....
For illustrative purposes, the contribution of Iy will be exemplified here. It turns out that Iy
will have an imaginary terms due to the small complex contour Cy as z goes across z.

n(lp) = Tm [ /. mo<<>d<} —Im [ mo<<>dc}

Co
2 Nk)lg )
=1 " _isede
m{ . Gl(z)de? }
Nk

= WG,(ZC) (3.38)
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where ¢ is assumed to be arbitrarily small, so the dominant behavior of mg has been used in
the second last equality (G(C) ~ G'(z.)0¢% for ¢ on Cy). It turns out that this integral over Cs
is independent of the radius 4. Similarly, if G’(2.) < 0, the contour goes above the singularity

(i.e. the red curve must be used), and hence the integral value becomes —7 (J;\fl(lef) Therefore,

we can conclude that as z goes across z.

Nklg ~.0.5
Im(Ip) == =nRi ", (3.39)
|G’ (zc)]

where Ri (defined in appendix A) has the same scale as the Richardson number Rji.

Besides, expanding the exact factor obtained in appendix A using the Binomial theorem yields

- <05 1
ap=mVRi—025=n (Rio e ) (3.40)

Thus the contribution of mg in the contour integral will give the factor — 8];0'5 (see the paper by
2

Teixeira and Miranda (2009)), which is the same as the second term in (3.40). In fact, higher-

order corrections to the amplitude factor can be obtained by the even-order terms of m;, i.e.

mo, Mg, My, .... Moreover, (3.40) implies that a finite truncation will be a good approximation
if Ri > 1/8 (see the paper by Whitten and Riegel (1973)). In general, we are only interested
in Ri >1 /4, since otherwise there would be dynamical instability and the mountain waves
would break down. Therefore, the above analysis shows that the WKB approximation is able
to capture the behavior of the magnitude modification due to the filtering effect of critical

levels. Hence, the validity of this method across z. is ensured.
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3.3 Results and comparison

With the two methods described in the last section, we are now ready to solve equation (3.3).
The numerical results are assumed to be more accurate than the WKB method, and will serve
as a reference for the comparison with the WKB approximation. In this section, calculation
results of the following quantities for different wind profiles will be discussed and compared,
namely the surface drag D = (D,, D) and the wave momentum fluxes M = (M, M,). The
numerical integrations of these quantities are approximated by using the composite trapezoidal
rule over the polar coordinate, with Af = 27/1007.

e Surface drag D
Similar to the definition of the surface drag in the 2-D case (2.21), the surface drag for
flow over a 3-D isolated mountain is also defined as the integral of the pressure gradient

force over the orography. However, it becomes a vector instead of a scalar.
oo oo
D= / / p(z = 0)Vph(z,y)dxdy, (3.41)
—o0 J —0o0

where V}, is the horizontal gradient operator. By Parseval’s theorem (see Appendix B),
the above integral can be evaluated over the k-space, instead of the physical space (Teixeira
et al. 2004).

D =4nr Z/ / (kl,kg)dkldk‘g, (3.42)

where p* is the complex conjugate of p. Equation (3.42) is more favorable since p(z = 0)
is readily obtained from (3.36). For the WKB approximation, (3.42) can be further
simplified by using (3.29a), (3.29b) and (3.29c), and finialy D can be expressed as a
function of the Richardson number Ri. The detailed derivations are omitted here and one

may refer to the paper by Teixeira et al. (2004). The results are listed as follows,

Do [y 1 (VR VP UYL (U0 Vel V%
Do i 32 N2 N2 Uy N2 16 N2 Uy N2 N2 ’
(3.43a)
D 1 W Uy Uy UV 1 V \Z Uy VI'U; U"U,
Yy _ 1_(32_|_+ Yo 020) <3 20 70020_'_2 020>:|‘
Dyo 32 N V N 16 N Vo N N
(3.43b)

And more specifically for the two wind profiles considered here,

D, D 1
Do (1 - 323Ri> , Dyyo = (1 — 32Ri> for the linearing wind profile.  (3.44)

)
D, = Do (1 + 32R'> ., Dy=0 for the turning wind profile, (3.45)
i

which, in fact, are both linear approximations around the point Ri~! = 0. Note the Ri
has different expression in the above two equations, with Ri = N2?/a? for the linear wind
profile and Ri = N2/ UOZBQ for the turning wind profile.
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e Momentum fluxes M
Using Parseval’s theorem, the 3-D momentum fluxes can be calculated as,

My = —4r?pg / / 0 dkydks (3.46a)

M, = —4r?pg / / o* dkydks (3.46b)

Then by using equation (1.13a), (1.13b), relations for @ and v as a function of W can be

obtained.
V' — U'ks
i feym — kgl T 2 AT
T, (Z YT 20k 1 Vs > v (3.47)
2 V/kl — U/kQ
b — fegmn + ky L T2 2 3.47b
YTk, (Z L S v (3.47D)

Since M is a real quantity, using (3.47a), (3.47b) and taking the real part of (3.46a) and

(3.46b), expressions for the momentum fluxes can be rewritten as

 k
M, = 47%pg / / L Re(m)|d|? dkidks (3.48a)
k12
o
k
M, = 4x po/ / k—;Re m)|@|? dkydks (3.48b)
12

Following the approach in the paper by Teixeira and Miranda (2009), the above equations
can be further simplified using the WKB expressions for w (3.31) and m (3.29), but the
lengthy details will not be shown here.
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3.3.1 Linear wind profile

11 ° Dx (Numerical)
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Figure 3.5: shows the variation of the surface drag as a function of Ri~! in the case of the linear wind
profile (3.5). Solid lines are the WKB solution (blue for the x-component, red for the y-component),
while symbols are from the numerical model of Siversten (blue circles for the x-component, red triangles
for the y-component). Drag values are normalized by Dy, i.e. the surface drag without shear (i.e. o = 0).
When Ri < 0.25, Kelvin-Helmholtz instability occurs and the system becomes dynamically unstable,
and cannot be described by linear theory (Lin (2007); Breeding (1971)). Therefore the range of Ri~" is
only plotted in the interval (0, 4).

As shown in figure (3.5), both drag components decrease with Ri~!, which means that as the
wind shear a increases from 0, the surface drag D shows a decrease in magnitude. This is
due to the absence of wind-curvature terms in the linear wind profile (Teixeira et al. (2004);
Teixeira and Miranda (2004)). In fact, in equation (3.43), it can be shown by scale analysis
that the curvature terms in the second brackets are of the same order as the shear terms in
the first bracket. This is the primary reason why the surface drag behaviors of the two wind

profiles considered here are completely different, as will be seen in the next section.

When Ri is large, the WKB solution (3.44) provides an accurate linear approximation. How-
ever, as Ri decreases to below 0.5 (i.e. Ri~! > 2), both = and y components of the drag in the
numerical solution show a more rapid rate of decrease, and hence the variation becomes more
non-linear. Hence, the error of the WKB solution becomes larger at small Ri. In the derivation
of the WKB solution (3.30), € can be estimated by the value of Ri~%5 (3.32). Thus, in theory,
as Ri~! becomes large, i.e. € > 1, the WKB method breaks down, since the asymptotic series
used in the WKB approximation fails to converges to the true solution. Fortunately, in the
case of the linear wind profile, the overall variation of the surface drag is quite linear, so the
WKB solution for the surface drag is able to provide a good approximation even when Ri~! is
relatively large (Teixeira et al. (2004); Teixeira and Miranda (2004)).
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(d) y-momentum flux (Linear wind): Ri = 0.35

Figure 3.6: shows the x (left column) and y (right column) components of the momentum flux for the
linear wind profile with Ri = 1 on the first row and Ri = 0.35 on the second row. The blue solid lines
are WKB solutions, while the green dashed lines are numerical solutions. The WKB solution for @ is

extended to 3rd-order in ¢ to achieve 2nd-order accuracy in the momentum fluxes.

As shown in the above figures, the momentum fluxes in the case of a linear wind profile show a
general decaying trend with z. This is definitely due to the effect of critical levels, at which a
large portion of the wave energy of a certain wave number is attenuated and absorbed, hence
causing a large drop of wave amplitude by a factor of e™™*. As the wind direction turns with
height, a greater and greater fraction of the wave numbers have been directionally filtered and
hence the total momentum fluxes drop significantly as z increases.

Both normalized flux components take values slightly lower than 1 at the surface. This is
also explained by the fact that the wind shear acts to reduce the surface drag in the case of a
linear wind profile. Thus, the smaller R is, the smaller the momentum fluxes at the surface,
as shown clearly in figure (3.6(a)) and (3.6(c)).

For the linear wind profile, the WKB method provides a accurate solution for the momentum
flux, even when Ri~! is not too small, e.g. Ri~! = 1 in the first row of figure (3.6). When
Ri = 0.35, the surface drag computed with the numerical solution becomes lower than that

computed with the WKB method. This is consistent with the difference in surface drag variation
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shown in figure (3.5).

3.3.2 Turning wind profile

For the turning wind profile, formulated by equation (3.6), the variation of the surface drag
with Ri behaves in an opposite way compared with the linear wind profile, in which both com-
ponents increase with Ri~!. This is due to the existence of wind profile curvature, contributed
by the terms inside the second brackets in (3.43). In fact, for the turning wind profile, the
curvature terms always provide a positive contribution to the drag. Hence the variation of the
surface drag with Ri is modified significantly. This also corroborates the previous statement
about the same order of magnitude of the curvature and shear terms made in the last section.

Concerning the accuracy of the WKB method, when Ri~! is small, i.e. Ri > 1, the WKB
solution provides a good linear approximation. However, as Ri decreases below 1, both the
x and y components of the numerical solution increase more rapidly. Hence, the discrepancy
between the two methods becomes larger. The error is large especially in the y-component, due
to the fact that the surface drag is constantly 0 when Ri~! < 1, and the linear approximation
provided by the WKB approximation cannot capture any variation of the surface drag when
Ri~! is large.

The general variation of the surface drag with R¢ is more non-linear in the case of the
turning wind profile compared to the linear wind profile, so the validity of the WKB approxi-
mation becomes relatively poor, in the sense that the underestimation of surface drag becomes

significant in the low Richardson number regime .
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Figure 3.7: shows the variation of the surface drag as a function of Ri~! in the case of the
turning wind profile (3.6). Solid lines are the WKB solution (blue for the x-component, red for
the y-component), while symbols are from the numerical model of Siversten (blue circles for
the x-component, red triangles for the y-component). Both x and y components of the surface

drag are normalized by D, due to the fact that D,q = 0.
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For the momentum fluxes, the overall distribution of the x-component is similar to that of the
linear wind profile, while the y-component is closed to 0 at the surface and reaches a maximum
in about the middle of the calculation domain. This is due to the fact that the surface mean
wind is along the x-direction, so the y-component of the momentum flux is small (but not
necessarily 0, as shown by the numerical solution). As z increases, the wind direction turns and
becomes along the y-axis in the middle of the domain, which then contributes to the maximum
of the y-momentum flux.

However, underestimations of both the x and y components of the momentum flux by the
WKB approximation occur when Ri < 1 near the surface, and are especially serious for the
y-component. This is closely related to the underestimation of the surface drag shown in figure
(3.7), when the WKB method fails to capture the variation of the surface drag for smalll Ri. In
fact, the y-component of the momentum flux from the WKB solution always takes the 0 value
at z = 0, as shown in figures (3.8(b)) and (3.8(d)), which is consistent with the horizontal line
in figure (3.7).

T T T T T T T T T T T T T T T T
M, _(WKB) M, (WKB) _
o Mx (Numerical) o ,My (Numerical)
12F 7 T T~ N 4
N

I I I I I I I I L L L ! I . I .
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 [ 0.1 0.2 03 04 0.5 0.6 0.7 0.8 0.9 1
Bz/x pz/n
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Figure 3.8: shows the x (left column) and y (right column) components of the momentum fluxes for
the turning wind profile with Ri = 1 on the first row and Ri = 0.5 on the second row. The blue solid
lines are WKB solutions, while the green dashed lines are numerical solutions. The WKB solution for

w is extended to 3rd-order to achieve 2nd-order accuracy in the momentum fluxes.
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Chapter 4

Flow Over a 3-D Isolated Mountain
in the Non-hydrostatic Regime

In the last chapter, an investigation was carried out in the hydrostatic framework, in which the
magnitude of wave numbers forming the orography profile were much smaller than the Scorer

parameter [(z). This condition is formally valid when the non-dimensional parameter a satisfies

Na
[Uo|

velocity |Up| is slow. The consequence is that the term —k?, can be dropped in (3.1) and waves

a = > 1, which means that the width of the mountain a is large and(or) the mean flow
can freely propagate in the atmosphere without being reflected. In this chapter, this condition
will be relaxed by considering narrower mountains or faster mean winds. Hence the —k?, term
is not negligible in (3.1). This creates regions where vertical wave propagation is prohibited and

only evanescent waves exist, and at the same time wave reflection effects have to be considered.

The associated difficulty is that both the WKB approximation and the numerical method
proposed by Siversten (1972) face technical problems in solving for @w(z). The WKB method
fails in the vicinity of classical turning points, where propagating waves become evanescent, due
to the fact that I2(z) — k35 becomes zero and changes its sign, and hence its magnitude cannot
be regarded as slowly varying, which clearly conflicts with the typical assumption of the WKB
approximation. Solution to this problem up to first-order is possible by using the so-called
connection formulas, which involve the use of Airy functions (related with the modified Bessel
function of order 1/3). However, due to the fact that extension of this method to higher orders
must be required for the calculation of the momentum fluxes with the required accuracy, this

approach is not investigated in this study.

Again, the same two wind profiles will be studied, which are the linear and the turning wind
profile. In fact, an exact solution for the linear wind profile in the case of a 2D mountain ridge
had been studied by Wurtele et al. (1987), which can actually be easily extended to the situa-
tion of a linear wind profile in flow over a 3D orography with directional shear. The derivation

will be illustrated in detail in this chapter.

For the turning wind profile, due to the phenomenon of wave reflection, the inclusion of a
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second layer of atmosphere (e.g. the stratosphere), where the wind shear and curvature are
assumed to be zero, will be important for the well-posedness of the problem. The detailed

reasoning and treatment of this modification will be illustrated in section (4.3.1).

4.1 Identification of the non-hydrostatic regime

In the previous chapter, the discussion was limited to the hydrostatic assumption whereby
the magnitude of the horizontal wave vector is small and does not have any effect on the
solution w(z). The validity of this assumption can be verified easily in terms of the non-
dimensional parameter a by requiring that a = ﬁ—g' > 1. This condition is clear and makes
the regime of interest well defined. However, the boundary for the non-hydrostatic regime is
more ambiguous, as it should refer to all regimes where the condition of a = ‘J[\J[—O‘ﬁ > 1 fails.
However, it turns out that if the system is highly non-hydrostatic, i.e. a < 1, such as when
the flow becomes an irrotational potential flow, the surface pressure becomes symmetric over
the orography, and hence, the surface drag becomes almost zero and the momentum fluxes are
also insignificant. Such a situation clearly lacks interest for investigation, since most relevant
quantities become negligible. Thus, we are only interested in non-hydrostatic flows that still
exhibit some sufficiently hydrostatic characteristics. The regime of interest can be delimited
more specifically by restricting attention to the case where ¢ = ~% ~ 1

To| , l.e. we are not
interested in flow with a < 1.

4.2 The linear wind profile with directional shear - Analytic

solution

In this section, an analytic solution for the linear directionally sheared wind profile in the non-
hydrostatic regime will be derived. The formulation follows the work by Wurtele et al. (1987),
which was originally developed for the case of an unidirectional wind profile over a 2D mountain
ridge without critical levels. Their formulation of the solution was not based on the direction of
energy propagation, which is not convenient if critical layers exist. It will be shown that due to
the directional filtering effect of critical levels, it is necessary to reconstruct the solution basis so

that they represent waves with different directions of energy propagation across the critical level.

Recall from chapter 3 that the linear wind profile with directional shear is defined as
Ulinear(2) = (U(2),V(2)) = (Uo — az,Uo), (4.1)

where the atmosphere is assumed to extend to infinity, and the wind makes an angle of 7/4 to
the x-axis at the surface and turns to 6,,,; at the top of calculation domain, as shown in figure

3.1(a). Using (4.1), the non-hydrostatic, steady-state Taylor-Goldstein equation becomes

N2k2,

(Uo(k1 + ko) — aky2)? - k%2 w(z) = 0. (4.2)

0" (2) +
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Following the approach by Wurtele et al., first, we restrict our attention on one side of the

critical level. Without loss of generality, we consider z > z.. Then, we transform the point of

Uo(k1+k2)

o > 0. Hence, above the z., equation

reference to the critical level by letting £ = z —

(4.1) can be rewritten as

N2k2
&P (akﬁ% 2
+ — k3 [w=0
dz? <U0(k1+k2) _ z>2 2
aky
P (R, .

where Ri = % follows the same definition as (A.5) in appendix A. Equation (4.3) in fact
takes the same form as equation (2) in the paper by Wurtele et al. (1987), which has a general

solution of the form

W(E > 0) = Crv/ELip(k12€) + Cor/EKipu(k12€), (4.4)

where Cy, Cy are constants to be determined, u = V/ Ri — 0.25, and Kj;, and L;, are related
to the modified Bessel function of imaginary order I;,, with a definition that follows from the

paper by Wurtele et al. (1987). The behavior of these functions is shown in figure (4.1)

i L&) — Tiu®)

Kin() = 2 sinh(pr) (4.52)
ey - ™ Lip(8) + Lin(€)
Lw(f) = §W (4.5b)

0.0020]

00015]
0.0010]

0.0005]

Figure 4.1: shows the behavior of the two Bessel functions Kj,(blue) and L;,(red) over the
interval of the interval (0, 8), with u = 5. Near & = 0, the frequency of oscillation of the Bessel
functions approaches infinity, so they are highly oscillatory, while they become exponentially

decaying (K;,) or growing (L;,) as the value of £ gets around 4, which is comparable to p = 5.

Note that the argument of the Bessel functions must be non-negative, this means that (4.4)

is only valid on one side of the critical level, which is consistent with the previous assumption
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that we only consider z > z.. For z < z., we have { = —|¢| < 0. Then, equation (4.3) for £ < 0

2w _ ~2'
dw(—[¢]) n (R - k:f2> w(—|€]) = 0. (4.6)

can be written as

dl¢[? €17

This means that the set of solution basis for w(£ < 0) is still the same, which can be written as

W(€ < 0) = C1V/I€|Liu(kr2l€]) + Cov/|€ Kip(k121€]), (4.7)

where C; and Cy are constant. The reason of introducing these two new constants, rathering
than using the previous constants C; and Cj in equation (4.3), is that as the solution for w
goes across z., both the amplitude of upward and downward propagating waves are modified.
Therefore, the solution for the entire calculation domain can be completed by joining the
solution on the two sides with an appropriate amplitude factor due to the filtering effect of the

critical level.

As discussed in appendix A and chapter 3, amplitude factors are multiplied to waves according
to their direction of energy propagation. Therefore, it is necessary to analyze how the two
basis members of the solution for w form waves with a single direction of energy propagation.
This can be achieved by comparing the asymptotic behavior of the two basis members with the

asymptotic behavior of the upward (or downward) propagating wave near the critical level.
As stated by equation (A.24) in appendix A, for z — 2. —> 07 (i.e. £ — 07)

(§) = CT ' (§) + CF i (€)
=€ (CTei(sgn)uln§ n C¢e—z‘<sgn)ulns) 7 (4.8)

where sgn = sign(Ulk + V!l) and the branch with coefficient CT corresponds to the wave with
upward propagating energy, while C* corresponds to the wave with downward propagating

energy. On the other hand, the asymptotic behavior of the Bessel functions can be summarized

k
Liu(k12€) = \/m cos <M In <;2|§|> - ’Yu>
k
= /m cos (u In ¢+ pln (;) - 'Yu> (4.9a)
/ k
Ki#(k;[Qf) = — m sin (,u ln (;2|£|) - ’}/ﬂ)
k
=y 0 (i (57) ). (490

where the phase 7, is defined as,

as

; I'(1++
eine = DA W) (4.10)
sinhﬂﬂu
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and T is the Gamma function. Thus, by comparing (4.9) with (4.8), w'(¢) in (4.8) can be

rewritten as

wT(g) _ \/gei(sgn)ulnf
_ \/gei(sgn)'yue—i(sgn)u In \k%\

F1
2

Lib)

{cos <,u,1n§+,uln 5

)

‘ 4 inh .
— /£ oo gmilsgmninlkiz/2 M [Lw(kué) —Z(Sgn)Km(knf)} (4.11)

- 7#) + i(sgn) sin (u Iné+ pln

Similarly, @ (&) can be rewritten in terms of L;, and K;,

() = VE e ciomuint 2l R 1 1y0) 4 iGsgn) oy lha)| - (412)

Equations (4.11) and (4.12) are written based on the direction of energy propagation and are
only valid for £ > 0. When & < 0, by using (4.7), we can see that it suffices to use |{| at
those square roots and argument of Bessel functions, instead of £&. One interesting point to
note is that a wave with upward (downward) propagating energy must consist of both Bessel
functions L;, and Kj,. This property will be important for understanding the wave reflection

phenomenon, as discussed later.

With equations (4.11) and (4.12), we are now ready to go across the critical level to z < z. (or
¢ < 0). Recall from equation (A.24) in appendix A, that amplitude factors are multiplied to w

for z > z. as the solution goes across z. from below, which can be formulated as

factor’ = (sgn)iexp (—w\) (4.13)
factort = (sgn)iexp (7)) (4.14)

Hence, the general solution to (4.2) can be written as

W(z > z.) = O factor’ w'(€) + CF factort w(€) (4.15a)
W(z < z0) = CT T (&) + C¥ wt(8), (4.15b)

where ¢ = z — z. (by equation (4.7), w,w" and @+ are now all well defined for both positive
and negative &, with |£| being used when ¢ < 0), and factor™ are given by (4.13) and (4.14).

In fact, assuming an infinitely extended atmosphere in the non-hydrostatic regime, waves will
eventually become always evanescent above a certain high level, since the wave-propagating
region is only located near the critical level. Thus, the upper boundary condition must be the
boundedness condition, instead of the usual radiation condition, due to the fact that the wave
becomes exponentially growing or decaying, instead of oscillating. Moreover, the asymptotic
behavior of L;, for large argument is exponentially growing, while that of Kj, is exponen-

tially decaying. This means that in order to fulfill the boundedness condition as z — oo, the
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component of L;, has to be killed off for 2 > z.. However, as we noted previously an up-
ward(downward) propagating wave must consist of both L;, and Kj;,. That means that the
boundedness condition can only be satisfied when both upward and downward propagating
waves exist and are combined in a certain ratio, so that the contribution of L;, is 0. This,
in fact, implies the existence of wave reflection. The ratio between these two waves can be
obtained by grouping the terms with L;, and setting their coefficient to 0, which then yields

an equation relating the coefficients C'™

CT(Sgn)iefﬂ'uei(sgn)'yuefi(sgn)uln |k12/2] + C¢(Sgn)ieﬂu67i(sgn)7u ei(sgn),uln |k12/2] _ 0, (416)

which gives

1
% = —exp (—27mp) exp {2i(sgn)y, } exp {—2i(sgn)pIn |k12/2|}. (4.17)

And we can easily see that the ratio of C* to CT in terms of magnitude is in fact
@

CT’ = exp (—2mp). (4.18)

Although this ratio is small when the Richardson number R: is large, due to the fact that
the L;, function is exponentially growing and has to be cancelled out, the contribution of the
downward propagating wave cannot be neglected. Moreover, by expressing C* in terms of CT,

the overall solution can be rewritten as

3 . k
11)(2; > Zc) = QCT\ / Mez(sgn)(’yﬂ_ﬂln %)e*”“\/ng(klgg) for z > Zc
™

(4.19a)
h 'L sgn n
Wz < 70) = /usm (T1) i(sg ) Yu—pl ) €]
{ i k12|f\ (1—e ™) — K (kr2l€]) (sgn) (14 e>™) } for z <z
(4.19b)

The remaining CT in (4.19) is fixed by using the lower boundary condition. Figure (4.2) shows

the distribution with height of the normalized w and the corresponding Scorer parameter I(z).

Some Implications of the analytic solution

In fact, equation (4.19) has several important implications. Firstly, recall from the expression
of the momentum flux (3.48), that the integrand of each component of this quantity is multi-
plied with a weight of Re(m), and m = —iw'/w. If we write the solution for @ in exponential
form, i.e. (z) = A(2)e™(®) with A(z) being the amplitude of the complex function and v(z)
being the complex phase. With this expression, Re(m) can be calculated to be 1'(2). Now,
note that equation (4.19a), which is for z > z, is written in the form of a complex constant

multiplied by a real function Kj;,. This means that v(z) is simply a constant function. Hence,
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Re(m) = ¢'(z) = 0 for z > z.. In fact, Re(m) = 9/(z) means that the vertical momentum
flux can be non-zero only when there is some phase variation of the complex argument of w(z)
with respect to z, as shown by the real and imaginary parts of @ in the region z < 2. in figure
(4.2(b)). Thus, fixing a particular wave number k, above the corresponding critical level z., its
contribution to the momentum flux is 0. This is, in fact, due to the reflection of waves in the
upper atmosphere z > z., which kills off the term including of L;,, and balances out the upward

transport of horizontal momentum. In other words, this is the result of wave interference.

T T T T
T " —— Real part of w(z)
(—ra]; — imoginary part ot wta)
I ]
! i
I
I

w(z)w,

. . . . . " . . . , . .
° “o 05 1 15 2 25 3
() 05 1 18 g 2 25 3 21

(a) Square of the Scorer parameter 1> (b) Real and imaginary parts of w(z)

Figure 4.2: (a) shows the distribution of the square of the Scorer parameter [?(z). The vertical black
solid line indicates the critical level, the red horizontal line indicates the value of k?,. The two vertical
dashed lines are the levels where transitions from the wave propagating regime to the evanescent regime
occur (a broad wave propagating zone is located at the centre of the figure, while two narrow evanescent
zones are located on the two sides of the figure). (b) shows the real (blue) and imaginary (green) parts
of w(z). The function is normalized by its value at z = 0. Beyond the critical level, a significant drop of
magnitude is observed. Both figures have k15 = 0.0015 and Ri = 12.4.

Secondly, with the existence of a critical level, the effect of this wave reflection in the region
below the critical level is negligible if the Richardson number R: is large. This can be easily
seen from equation (4.19b) where the effect of the reflected wave is only contained in the two
factors (1 — e™2™) and (1 + e~2™), and has a tiny impact since e=27* is small if Ri is large.
Hence, below the critical level, upward propagating waves are dominant due to the filtering
effect of the critical level. Indeed, this implies that the existence of a critical level acts as a
shield for the upward propagating waves and allows the transport of horizontal momentum to

occur below the critical level.

Thirdly, and most importantly, we should bear in mind that for the linear wind profile, not
every wave vector k has a critical level within the atmosphere. As shown in figure (4.3), the
plane of horizontal wave vectors is divided into 3 regions. The wave number indicated by the
orange arrow has its critical level (indicated by orange dashed line) below the surface, which
means that the atmosphere is all above the critical level. Thus, for such a wave number, no

momentum fluxes can be produced, since the upward transport of horizontal momentum asso-
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ciated with this wave number is all reflected by the upper atmosphere due to non-hydrostatic
effects. In fact, this effect has a large impact on the surface drag and the momentum fluxes, as

will be discussed in a later section.

0 <z < Zmax

Zc > Zmax

Figure 4.3: shows the plane of horizontal wave numbers k, which is divided into three different regions
according to the height of the critical level. For the blue region, if a certain wave vector has its critical
level located in this region, then the associated z. must be within the calculation domain, as shown by
the blue arrow (which indicates the wave number) and the blue dashed line (which indicates the wind
direction perpendicular to the wave number). For the green region, if a certain wave number has its
associated z. in this region, then z. must be above the calculation domain. Similarly, if some wave
numbers have their perpendicular direction lying within the orange region, then their critical levels will

be below the surface, as shown by the orange arrow and dashed line.
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4.2.1 Results and discussion

Recall from chapter 3, that the surface drag and momentum flux had been expressed by (3.42)
and (3.48) respectively. With the aid of the analytic formula for w(z) (4.19), numerical inte-
gration of these two quantities is much facilitated. The Bessel functions is calculated by using
the algorithm developed by Gil et al. (2004). Interested reader may also approach papers by
Thompson and Barnett (1985), Gil et al. (2002) for more details.

Surface drag as a function of Ri~!
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Figure 4.4: (a) shows the normalized surface drag as a function of Ri~! close to the hydrostatic limit
with & = 8 (dashed lines) and @ = 4 (solid lines) respectively, while (b) is more non-hydrostatic, with
a = 2 (dashed lines) and a = 1.25 (solid lines). The surface drag is normalized by the drag value in
hydrostatic conditions and for Ri~' = 0. In both figures, blue curves represent the x-component, while

green curves represent the y-component.

For the linear wind profile with directional shear in an infinitely extended atmosphere, the
following significant differences in the surface drag as a function of Ri~! should be noted.

Firstly, the variation of drag with Ri~! becomes a-dependent. Secondly, there is a small drag
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enhancement in the x-component and a strong drag reduction in the y-component. Thirdly, both
x and y components show strong drag reduction as the system becomes more non-hydrostatic.
Fourthly, as the system becomes more non-hydrostatic, the surface drag varies with Ri~! more

non-linearly, especially near Ri~! = 0.

In the hydrostatic regime, the surface drag was independent of @, which means that the variation
of the drag does not depend much on the width of the orography (provided that a is large
enough). However, in the non-hydrostatic limit, the regime of interest is defined by the condition
a ~ 1, and the surface drag as a function of Ri~! now becomes more sensitive to the value of a.
The smaller a is, the more non-hydrostatic characteristics the system exhibits. The following

investigation will focus on two ranges of G, which are 4 < ¢ <8 and 1 < a < 2.

When a is not too small, e.g. 4 < a < 8, the system displays more hydrostatic features. For
example, a linear decreasing trend of the surface drag with Ri~! can be observed when Ri™!
exceeds 0.5, as shown in figure 4.5(a), which is consistent with figure (3.5). However, one
significant difference is the drag value near Ri~! = 0. Even if @ increases further, the drag
values near Ri~! = 0 cannot recover the value in the hydrostatic limit, as shown in figure
(3.5). This is, in fact, due to the effect of strong wave reflections for wave numbers with critical
levels z. < 0, as indicated in the orange region of figure (4.3). This wave reflection kills off
the momentum fluxes in the orange regions, which mostly contain wave numbers with a large
y-component. Hence, a strong drag reduction in the y-component is observed. The reduction
is by around a factor of 1/4/2 if a is close to the hydrostatic limit.

When a decreases to a value of 2, the system is in the transition to become more non-hydrostatic.
Stronger reductions of both x and y-components of the surface drag near Ri~—! = 0 are observed
as a decreases. This is expected, as discussed in chapter 2, since the surface pressure becomes
less anti-symmetric as the system becomes more non-hydrostatic, and hence the surface drag
decreases. Moreover, the increasingly non-linear drag behavior near Ri~! = 0 is more persistent
and reaches a balance with the linearly decaying tendency at large Ri~!, so the overall variation
of the surface drag becomes less marked (e.g. green dashed line in figure 4.5(d)). When a further
decreases to a value of 1.25, the system does not show many hydrostatic features and the non-
linear drag increasement near Ri~' = 0 spreads over the entire range of Ri~'. The linearly
decaying drag variation basically disappears, especially for the y-component (green solid line
in figure 4.5(d)), but the drag keeps increasing instead and does not reach a maximum within

the displayed range of Ri~!.
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Momentum fluxes
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Figure 4.5: shows the two components of the normalized momentum flux as a function of az/|Up|.
All values are normalized by the surface drag in the hydrostatic case, with Ri = co. The left column
((a), (c)) shows the distribution of the x-component with different values of @, while the right column
((b), (d)) shows the y-component instead. The first row assumes a Richardson number Ri =1, while
the second row assumes Ri = 0.5. Symbols are used to denote different values of a, i.e. circles indicate
a = 1.25, which shows mostly non-hydrostatic properties; triangles indicate ¢ = 2, for which the system
is near the point of transition; while diamonds indicate a = 4, which exhibits more hydrostatic features.
Red dashed curves in each figure denote the distribution of momentum fluxes in the hydrostatic limit
at corresponding values of Ri, which serves as a reference to show the changes due to non-hydrostatic
effects.

In the non-hydrostatic limit, the momentum fluxes also show some important differences con-
sistent with the changes in the surface drag. First, comparied with the hydrostatic limit, the
x-component shows a slight enhancement near the surface when a is not too small, e.g. around
a = 4, as shown by the diamonds in the left column of figure (4.6), where the momentum flux
is higher than in the red dashed curves corresponding to the hydrostatic limit. But as a further

decreases, the x-component of the momentum flux quickly decreases to values below the red

49



dashed line, while the y-component shows a significant reduction when @ = 4 (which is actually
still true for even larger a), and the reduction is further enhanced when a gets smaller. This
significant drop in the momentum fluxes follows the same reasoning as the drop in the surface
drag, which is due to the substantial reflection of upward propagating waves for wave vector k
whose z. is below the ground. This leads to a large reduction of the total amount of momentum
available for upward transport. That effect is due to the assumption of an infinitely extended

atmosphere with linearly increasing wind magnitude.

Secondly, a comparison between curves for the x-component of the momentum flux at dif-
ferent Richardson numbers Ri shows a slight decrease for each value of @ as Ri decreases from
1 to 0.5, but the drop is small. In contrast, the y-component even shows a slight increase when
Ri decreases from 1 to 0.5. This is consistent with the surface drag in figure (4.5(d)) where the

y-component of the drag increases slowly with Ri~'.

4.3 The turning wind profile

In this section, the turning wind profile, as stated by equation (3.6), will be studied in the
non-hydrostatic regime. In contrast with the linear wind profile, an analytic solution for the
turning wind profile is hard to derive, so a numerical solution must be used as an alternative.

However, several difficulties have to be tackled.

Firstly, the turning wind profile turns by an angle of m within a finite region. If the atmo-
sphere is still assumed to extend indefinitely, then for each wave number k, multiple critical
levels appear. This leads to multiple filtering effects by the the critical levels. Moreover, due to
the existence of the evanescent regime, wave reflection is expected, but the way in which those
upward and downward-propagating waves combine to form the appropriate solution is unclear.
This is different from the hydrostatic situation, where we assume that wave reflection does not
occur, and we are only concerned about the upward propagating wave. One possible way to
solve these two problems is by including a second layer of atmosphere, with constant basic wind
U and stability coefficient V.

Secondly, the numerical method used in the previous chapter, which was proposed by Siversten
(1972), fails here due to the fact that m blows up to infinity at the levels where the waves change
from being evanescent to vertically propagating or vice-versa. Therefore, in the non-hydrostatic
limit, solving for m is clearly not a good idea. But bear in mind that we solve for m in order to
integrate for w. So, how about directly solving the Taylor-Goldstein equation (3.1) for w? This,

in fact, is feasible and the numerical approach will be presented in the coming subsections.

4.3.1 A two-layer atmosphere

Equation (3.6) expresses the turning wind profile using trigonometric functions, and therefore
the Scorer parameter [(z) becomes periodic. This implies that if the atmosphere is infinitely

thick, then multiple critical levels would appear, as shown in figure (4.6(a)). This figure shows
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that, in the example illustrated, one critical level appears near the surface, while another critical
level is about to appear at the top of the calculation domain. Therefore, to avoid the appearance
of multiple critical levels, it is necessary to include another layer of atmosphere, in which the
basic wind stops turning. The simplest choice is a profile with constant wind. To guarantee
continuity of the basic wind, the basic wind U(z > H) in the second layer is set to be equal
to the wind at the top of the first layer (z = H), as shown in figure(4.6(b)). Additionally, for

simplicity, it is assumed that the stability coefficient N is the same in both layers.

‘ %
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(a) square of the Scorer parameter 1?(z) (b) 3D schematic diagram of wind profile

Figure 4.6: (a) shows the periodic nature of the square of the Scorer parameter [%(z). The black vertical
line on the left denotes the bottom of the domain, while the one on the right denotes the top of the
domain. A critical level is located near the bottom of the domain (indicated by the vertical red dashed
line), while another critical level is about to appear at the top of the domain (indicated by the vertical
blue dashed line). (b) shows a 3D schematic diagram of the wind profile in the two-layer atmosphere. In
the second layer, the wind is constant and equals the wind at the top of the first layer, so that continuity

of the basic wind is guaranteed.

4.3.2 Numerical method

As mentioned above, in the non-hydrostatic limit, the vertical wave number of the waves m suf-
fers from severe blow-up behaviors as the wave solution w changes from evanestent to vertically-
propagating or vice-versa. Such blow-up behaviors makes the numerical method proposed by
Siversten (1972) hard to implement. Therefore, an alternative numerical method must be used.
Here, a numerical method will be proposed to solve the 3D Taylor-Goldstein equation (3.1)
directly for w(z).

This is facilitated by the fact that if the basic wind turns by an angle of m within the cal-
culation domain, then any horizontal wave number k will have exactly one critical level within
the domain. Then, with the aid of the asymptotic expressions for @ and their derivatives near
the critical level, as derived in appendix A, we are able to solve the Taylor-Goldstein equation

as an initial-value problem, starting from the critical level.

Using the formula for the wind profile (3.6), the non-hydrostatic steady-state Taylor-Goldstein

o1



equation can be simplified as,

N N?
@(2) + [Ug cos?(fBz — 0)

+ 8% - k@] W(z) =0, (4.20)

where the curvature term becomes —/32 and @ is the angle the wave number k makes with
the x-axis. This second-order linear differential equation can be reduced to a set of first-order

differential equations in matrix form by letting v = (w0, @"). Then (4.20) becomes

0 1
v = ( N2 . ) v (4.21)
~ et + 8~ Kb 0

The above equation is solved as an initial-value problem with the use of an appropriate numerical
scheme. The Runge Kutta 4th-order method is adopted here for this purpose. By equation
(A.24) in appendix A, the expressions for w close to the critical level are known up to two

degrees of freedom, and are restated here

w(z) = (2 — zc) (Aei(sg") I (z=2e)n 4 Beilsgn)In (Z_ZC)“> for z> z
(4.22a)

w(z) = —i(sgn)v/(zc — 2) (Ae”“ei(sg") In(ze=2)i . Bemheisgn) In (ZC_Z)“) for z < z,
(4.22b)

where coefficients A and B are used instead of CT and C* for convenience, and correspond to
the two branches of the solution @' and w*. The derivative @’ can also be obtained easily from
(4.22). So, for grid points close to the critical level, (4.22) and the corresponding expressions

for @ are used, which also give the initial conditions for the numerical scheme.

4.3.3 Boundary conditions

With the definition of the wind profile presented previously, we are now at the right point to

investigate how the upward and downward-propagating waves combine to form the solution.

In the first layer of the atmosphere, solutions of w(z)(either upward or downward propagat-
ing waves) are solved numerically, while in the second layer of the atmosphere, solutions are in
wave form (albeit including also evanescent waves), since the wind profile and the corresponding
Scorer parameter are constant. Define U(z > H) = U; = (—Uj,0) for the upper atmospheric
layer, where Uy is the magnitude of basic wind in the lower layer. Then the solution in the
upper layer is

W = Ce™?, (4.23)
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where C' is some constant to be determined and m is defined as

N2k? N2E?
sign(—Uokl)\/<12 — k2, if —— — k3 >0

—Upk1)? (—Uok) (4.24)
m = .
N2]€2 N2k,2
2 12 i 22
l\/ 2 (~Uokr)? b ok 2T

This is because if N2k2,/(—Upk1)? — k?, > 0, then w is propagating in the upper atmosphere
so it must satisfy the radiation boundary condition, hence m takes the same sign as —Upk;. On
the other hand, if N2kf2/(—U0k1)2 — k%Q < 0, then w is evanescent in the upper atmosphere,

so we require the boundedness condition, and thus the imaginary part of m must be positive.

Next, assume that the solutions for w in the lower atmosphere can be successfully calculated,
and denote the two branches as Aw" and Bw' for upward and downward propagating waves
respectively, where A and B are the constants in (4.22). So, there are, in total, three degrees
of freedom, namely A, B and C', and we require three boundary conditions to determined all of
them. Typically, those are the ‘no-normal-flow’” boundary condition at the surface, continuity
of the vertical velocity (or equivalently continuity of @) and pressure at the interface between
the two layers. The first two conditions are particularly simple.

The‘no-normal-flow’ boundary condition is expressed as:
A’ (0) + Bt (0) = ih(Ugk,) (4.25)
The continuity of w can be written as:
AW (H) + Bat(H) — Ce™ =0 (4.26)

For the third condition, recall from equation (3.34) that the Fourier transform of the pressure
perturbation is
b= iUk + V') — (Uky + Vo)), (4.27)

Assuming that density is the same in both layers, then continuity of the pressure at z = H

yields

A ((Uh(H) k)i (H) = (Ug(H) - k) (@) (H) )
+ B ((UG(H) - k)it (H) = (Ug(H) - K) (%) (H) )

+C (Ul(H) -k) im emH = (4.28)
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On solving, the three coefficients are

A 1
Wy — YWy
Wy — YWy
. v (@}l — (ol )emH
C= ZhU()kl N 1 T/t N 5 (4.29C)
{11)0 (g (T im +T7) — (wy)'T) — g (g (T am +T7) — (wH)/F)}

where lbg‘L and ﬁ)g denote that the functions 1™ evaluated at z = 0 and z = H respectively,
I'=U,(H) -k, and
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4.3.4 Results and discussion

Surface drag
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(a) Normalized x-component the surface drag (b) Normalized y-component the surface drag

Figure 4.7: shows the two components of the normalized surface drag as a function of Ri~!. All
values are normalized by the surface drag in the hydrostatic limit, with Ri = co. Figure (a) shows the
distribution of the x-component for different values of @, while figure (b) shows the y-component instead.
Symbols are used to denote different values of a, i.e. circles indicate a = 1.25; triangles indicate a = 2;
while diamonds indicate @ = 4. Red dashed curves in each figure give the distribution of drag in the

hydrostatic limit, which serves as a reference to assess non-hydrostatic effects.

Non-hydrostatic effects modify the surface drag of the turning wind profile in a similar way as
the linear wind profile. For the x-component, as the system becomes more non-hydrostatic, the
surface drag value shows a decrease by a significant amount. Especially, when & = 1.25 the
normalized drag is only about 0.4 when R: is large, while its maximum value is just about 0.8.
Moreover, the overall variation of the x-component of the surface drag as a function of Ri~!
is less linear compared to the hydrostatic case, particularly when Ri is getting close to 0.25,
as shown by the blue symbols and the red dotted line in figure (4.7(a)). This is because when
Ri gets close to 1/4, the filtering effect of critical levels become weaker, and hence downward
propagating waves due to reflections, which occur in the vicinity of evanescent regions and at

the interface between the two layers, can reach lower levels and interfere at the surface.

For the y-component of the drag, similar modifications can be observed. Moreover, when Ri~!
is close to 0, this y-component of the surface drag even becomes slightly negative due to its
decrease, an effect which cannot be observed in the hydrostatic limit. The drag increases as
Ri~! and eventually becomes positive when Ri~! gets close to 4. Nevertheless, the variation of
the y-component of the drag is relatively linear for small Ri compared to that in the hydrostatic
limit, as shown by the red dotted line in figure (4.7(b)).
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Momentum fluxes
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Figure 4.8: show the two components of the normalized momentum flux as a function of fz/7. All
values are normalized by the surface drag in the hydrostatic limit, with Ri = co. The left column ((a),
(c)) shows the distribution of the x-component with for values of @, while the right column ((b), (d))
shows the y-component instead. The first row has a Richardson number Ri =1, while the second row
has Ri = 0.5. Symbols are used to denote different values of a, i.e. circles indicate a = 1.25; triangles
indicate a = 2; while diamonds indicate @ = 4. The red dashed curve in each figure is the distribution
of the momentum flux in the hydrostatic limit for the same values of Ri, which serves as a reference to

assess non-hydrostatic effects.

For the turning wind profile, non-hydrostatic effects have a large impact on the two components
of the momentum flux profiles, showing a significant reduction of the surface drag as a increases.
For the x-component, the changes are mainly in the momentum flux values near the surface,
while the entire distribution retains its shape. The fractional decrease in magnitude is similar
for the two values of Ri, being in both cases around 55%. Compared to the case of a linear
wind profile with directional shear, the slight surface drag enhancements that were observed

when a = 4 are absent here for both R: values.
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However, for the y-component, besides the drop in the surface drag, non-hydrostatic effects
lead to a significant modification in the distribution of the momentum flux. When Ri = 1,
the y-component of the surface drag in the hydrostatic limit is about 0. So, the decrease
of the drag due to non-hydrostatic effects (when G becomes small, e.g 2 or 1.25) leads to a
negative y-component of the momentum flux near the surface. The y-momentum flux value
then increases with z and reaches a positive maximum at around the middle of the calculation
domain, as shown in figure (4.8(b)). However, when Ri = 0.5, since the y-component of the
surface drag increases to a larger positive value in the hydrostatic limit, then the decrease of
the drag value due to non-hydrostatic effects cannot bring its value down to below 0. So, the

overall y-component of the momentum flux remains positive throughout the atmosphere.

Moreover, compared to the corresponding result for the linear wind profile, the y-component
of the momentum flux does not show a significant drop by a factor of about 1/v/2. This is
because the turning wind profile turns by an angle of = within the first layer of the atmosphere,
so any wave number k has one critical level within the domain, which protects the upward-
propagating waves from the interference due to downward propagating waves. Hence, if a is
large, e.g. a ~ 4, then the momentum flux profile tends to the hydrostatic limit, indicated by
the red dashed curves in figures (4.8(b)) and (4.8(d)). This also corroborates that the significant
reduction in the y-component of the momentum flux in the case of the linear wind profile is due
to the critical-level-free zone in the wave number plane, i.e. the orange region in figure (4.3),
in which all of the y-component momentum flux is reflected back to the surface by downward

propagating waves.
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Chapter 5
Concluding remarks and future work

This dissertation explored the behaviors of two important quantities, namely the momentum
flux and surface drag associated with mountain waves generated by an isolated mountain, in
both the hydrostatic and non-hydrostatic regimes. In this chapter, the main findings will be

summarized in separate sections, and then followed by a description of possible future works.

5.1 Analysis of methods

Various approaches have been investigated and successfully applied. Assuming non-rotating,
linearized flow with the Boussinesq approximation, the exact solution to the mountain wave
problem for a linear wind profile with directional shear in the non-hydrostatic limit has been
successfully derived, which in theory is also valid in the hydrostatic regime by assuming that
the magnitude of the horizontal wave vector k1o is small. The exact solution is based on the
fundamental work by McFarlane (1987). The WKB approximation, which is only valid in hy-
drostatic limit, has been examined following the approach by Teixeira and Miranda (2004), and
similar results were successfully reproduced. The numerical method developed by Siversten
(1972) was also successfully manipulated and the results showed excellent agreement with the
WKB approximation in the case of a linear wind profile. With the aid of the exact solution for
the linear wind profile, the accuracy of the numerical method has been demonstrated, and hence
this method could be safely applied to the turning wind profile case. In the non-hydrostatic
limit, an alternative numerical method has been proposed and applied to calculate the wave
solutions for the turning wind profile. Both quantities of interest (the surface drag and the

wave momentum flux) have also been calculated using this alternative numerical approach.
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5.2 Calculation results

5.2.1 Hydrostatic regime

In the hydrostatic limit, variations of the surface drag as a function of Ri~! for the two wind
profiles exhibit different behaviors. For the linear wind profile, both components of the surface
drag keep decreasing throughout the range of Ri~! from 0 to 4; while for the turning wind
profile the surface drag shows an increasing trend as Ri~! increases. This difference is in fact
due to the absence of curvature in the linear wind profile. This conclusion can be reached by
analyzing the analytic drag formula obtained using the WKB approximation. However, the
WKB approximation fails to capture any variation of the y-component of the surface drag in
the turning wind profile. This is because the WKB approximation valid up to second order
can only provide a linear fit for the surface drag as a function of Ri~! near Ri~! = 0. But the
y-component of the drag near Ri~! = 0 basically shows no variation, hence the WKB solution

predicts a constant value of 0 for this component.

Concerning the normalized momentum fluxes, for both wind profiles, a general decreasing trend
with height in the x-component can be observed, and the variations are similar, while the y-
components of the momentum flux for the two wind profiles take different values near the
surface and reach a maximum at different heights. Nevertheless, initial increasing trends can
be observed for the two wind profiles. For the linear wind case, the y-component of the momen-
tum flux takes a value close to 1 and a maximum occurs near the surface. But for the turning
wind profile, the y-component of the momentum flux takes small values near the surface, and

a maximum occurs in the middle of the calculation domain.

5.2.2 Non-hydrostatic regime

In the non-hydrostatic limit, the overall variation of the surface drag and momentum fluxes
becomes a-dependent, which means that the system becomes sensitive to the degree of non-
hydrostaticity. Moreover, due to the occurrence of wave reflection, both surface drag and
momentum fluxes show different behaviors. For the linear wind profile, the surface drag as a
function of Ri~! shows a trend of non-linear increase when Ri is large, which corresponds in-
stead to a decrease in the hydrostatic limit. That non-linear behavior becomes more pronounced
when the system is more non-hydrostatic. Moreover, the surface drag values are significantly
reduced. That reduction is due to the effect of wave reflections occurring in the vicinity of
evanescent wave regions. This is more obvious in the y-component of the drag or momentum
flux, for which severe wave reflections occur for wave numbers which have their corresponding
critical levels below the surface. The substantial drop in surface drag is also associated with a
significant reduction in the momentum flux near the surface. But this effect does not modify

much the trend of variation of the momentum flux with height.
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For the turning wind profile, a second layer of atmosphere is added on top of the original
calculation domain, which has constant static stability, density and basic wind. The basic wind
velocity in this additional layer takes the same value as at the top of the first layer so that con-
tinuity of the wind profile is guaranteed. Due to the periodicity of occurrence of critical levels
with height in the turning wind profile, the second layer avoids the complications arising from
the effects of multiple critical levels and wave reflections. In this atmospheric configuration, the
increasing trend of the surface drag as a function of Ri~! which was observed in the hydrostatic
regime is suppressed when Ri~! gets close to 4. This is caused by the stronger wave reflection
effect that occurs when Ri is small. This is also the reason why the variation of the surface
drag becomes more non-linear as the system becomes more non-hydrostatic. Concerning the
momentum fluxes, both components of this quantity show a large drop in magnitude near the
surface when the system becomes more non-hydrostatic. Besides this change, when R: is large,
the y-component of the momentum flux near the surface takes negative values but changes its

sign to positive as z increases.

5.3 Overall effect of non-hydrostaticity

From the changes found in the investigation of the non-hydrostatic mountain wave system, the
general effect of non-hydrostaticity is that of causing a significant reduction to both the surface
drag and the momentum fluxes near the surface. Such a reduction is crucial, since current drag
parametrization schemes are mainly based on the hydrostatic assumption, which may thus over-

estimate the momentum and energy transport by terrain-generated gravity waves.

All the derivations and calculations carried out here assumed a non-rotating, inviscid, adiabatic,
linearized flow with the Boussinesq approximation. Diabatic and non-linear effects have all been
neglected for simplicity, since these effects may cause unnecessary complications in the adopted

conceptual model.

5.4 Future work

In the investigation carried out in this dissertation, there are three main lines of further work
that can be pursued. Firstly, the atmospheric setting for the linear wind profile in non-
hydrostatic conditions is in fact unrealistic due to the fact that in reality the basic wind mag-
nitude cannot keep increasing with z indefinitely. Typically, as the stratosphere is reached,
the atmosphere becomes much more stable and hence more favourable for wave propagation.
Hence, a two layer model for such a linear wind profile in non-hydrostatic conditions is worth
being considered to obtain a more realistic representation of the wave reflection effect due to
non-hydrostaticity. One significant modification relative to the present results should be that
the pronounced wave reflections for wave numbers with critical levels below the surface would
not occur anymore. Hence, the corresponding severe reduction of the surface drag and momen-

tum fluxes should also be suppressed.
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Secondly, the maximum turning angle of the turning wind profile may also play an impor-
tant role in modifying the variation of the surface drag and momentum fluxes. When the basic
wind turns by an angle of 7, all wave numbers have exactly one critical level within the domain.
However, this is clearly not always true for the real atmosphere. If the turning angle is less
than 7, then some wave numbers will not have a critical level within the atmosphere, and hence
wave reflection may strongly affect those wave numbers. Therefore, the dependence of the drag

and momentum fluxes on the turning angle would be an interesting problem for investigation.

Thirdly, non-hydrostaticity can also be studied more thoroughly. Since a non-hydrostatic sys-
tem is a-dependent, quantities like the surface drag become dependent on both Ri and a. Hence,
accurate parametrization schemes for surface drag must capture that dependence as well, which

justifies investigating it in more detail.
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Appendix A

Behavior of gravity waves near a

critical level

In this section, we will examine the behavior of gravity waves near a critical level by using the
approach of Frobenius expansion. This analysis follows the treatment presented in the book by
Nappo (2012) and we extend the idea a bit further to the case of a three-dimensional isolated

mountain.

In the Taylor-Goldstein equation (A.1), the critical level is defined to be the height z. at which
the denominator, U -k = U(2)k; + V(2)ks, is zero. This means that at the critical level,
the unperturbed wind U(z) is perpendicular to the horizontal wave vector k. This produces
a singularity (a second-order pole) in the Scorer parameter in equation (A.1), and hence the
first-order derivative of w(z) is not continuous at the height z.. Moreover, note that the square
of the Scorer parameter [? is proportional to the square of the vertical wave number m of the
gravity waves. As z approaches z., the Scorer parameter blows up to infinity. This implies that
the gravity waves becomes highly oscillatory, as will be shown in the following discussion.
d*

=+ (1(2)* — ki) w =0 (A.1)

where [(z)? is the square of the Scorer parameter, defined to be

N? U” -k
Uk Uk

1(2)* = (A.2)

Assume that we approach the critical level from above: then near the critical level, we write
z = z. + &, where £ is assumed to be a small positive distance from the critical level z.. For

convenience, define G(z) := U(z)-k. We expand the function G(z) near z. by Taylor expansion
1
Glze+8) = 0+ G'(z2)8 + 5G"(2)8" + O(&7) (A.3)
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Then, the square-root of the denominator in equation(A.2) can be approximated as

1 1
Gz +&)  G'(2)€ + 2G"(20)€2
B 1
G'(2)€(1 + sariche)
1 - Sl
~ W (A.4)

Since we only consider simple linear and turning wind profiles, and the curvature term —G”(z)/G(z)
is constant in both cases, we use 82 to denote this term. Thus, the square of the vertical

wavenumber (or [2 — k2,) of the waves becomes

N2k%2<1 GG((ZC))f) g
§2(G'(2))?

Nk, (1 <G"<zc> )2 ) G"(z&;) RS

T (@ e T\ () T Gz
- ]gj - % +y (A.5)

where Ri = (G, G 2))2 actually has the same scale as the Richardson number Ri, o = Ri ( GH((Z‘)) )
and v = Ri (4G'(( ) + 82—k,

Rewriting equation(A.1), we have
v | |Ri o

@ g ta|e=0 (A.6)

The asymptotic behavior of w(z) near the critical level z. can be solved using a Frobenius

expansion, by assuming w(z. + &) can be written as

W(ze+ &) = Z Cp&m A (A7)

Substitute equation (A.7) into equation (A.6), expand and group the coefficients of powers of
&.

[A(A — 1) + Ri]Co* 2+
{A(A+1) + Ri]C1 — aCo}e* '+
{{A+ DA +2) + RilC2 — aC1 +7Co}e* + ... =0 (A.8)
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Thus, we require all the coefficients to be zero, and this yields the following relations

Oy = (A(AH)+Rz> Co, (A.9)
(PP -y
2= ((A+1)()\+2)+Rz‘) co (4.10)

and importantly
M -A+Ri=0 (A.11)

Actually, for both the two considered wind profiles, « is 0, since the linear wind profile has no
curvature, and the simple turning wind profile has @”(z.) = —p%w(z.) = 0, so some further

simplifications can be achieved, but this will not be presented here.

Equation (A.11) gives,
1

where 1 = v/ Ri — 0.25. These two branches of A correspond to the two members of the solution

basis, and the general solution near z. (up to second-order) can be written as
W(ze + &) = Cf M A(€) + Cy €1 A*(€) (A.13)
where A(§) =1+ %5 + %52.

Thus, equation (A.13) gives the asymptotic behavior of w just above the critical level. The fac-
tor €2+ can be written as /EeF™ ¢ which is highly oscillatory due to the fact that In& — —oo
as & = 0. Figure(A.1) shows this behavior of w(z) near the critical level.

—— Real part of w(z)
—— imaginary part of w(z)

Figure A.1: Behavior of the real and imaginary parts of 1(z) on one side of the critical level, which is
indicated by the vertical red dotted line.

We are now at the right point to extend this solution, i.e. equation(A.13), to below the

critical level, but this is not as simple as it seems. For z just below z., we may write z = 2. — &,
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and rewrite equation (A.13), just by replacing £ with —¢, that is
W(ze =€) = Cf (=€) A(=€) + Cy (=6 A*(=¢) (A.14)

However, a tricky point comes from the terms (—&)*. This is because Re(\y) = %, but —¢ is
now negative. This will lead to two branches of possible solutions, due to the fact that (—1)1/ 2
can be either ¢ or —i, and we have to decide which branch to choose. This ambiguity can be
solved by introducing an artificial damping term to the original Taylor-Goldstein equation, and

let the damping magnitude tend to zero, to see how the solution approaches this limit.

Now, we introduce a small imaginary phase speed ic;, where ¢; is a small positive quantity.
Then z. is no longer a singularity, but this can be recovered by letting ¢; — 0. By doing this,

the Taylor-Goldstein equation becomes

4> [ N?
(

2 1.2 N
sz ici — G(Z))2 =+ 6 k12:| w O (A15)

Assuming again that we approach the critical level from above, so that z = 2.4 &, the dominant

behavior of equation (A.15) is

> Ri o
dz? [(z -2 — ici/G’(zC))Zl =0 (A.16)

Then, by equation(A.13), the asymptotic behavior of w(z) (up to zeroth-order) is

Ci

_ iiG’(zc))

2+in 4 B — j—S1_)1/2-in (A.17)

() = Alg i

Now, we go across the critical level to z < z., and examine the behavior of (—§ —i G’C(iz 5 )1/ 2in
as ¢; — 0. We can see that, fixing —¢, if G'(2.) > 0, then (—¢ —z%) — e as ¢; — 0. This
is because in this case (—¢§ — 2%) would always stay in the third quadrant of the complex

plane and move towards the real axis as ¢; — 0, as shown in figure (A.2).

\Im

T 6@)

Cj

Figure A.2: Location of (—§ — zm) in the complex plane (indicated by the blue dot) and the

critical level z. (indicated by the red dot on the real axis).
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Thus, for G'(z.) > 0

(_f))\i — efiﬂ')\ig)\i

i
—¢ 126i7r,u§)\i

= —jetTHEN (A.18)
Similarly, for G'(z.) < 0, we have (—& — zﬁ) —e™asc; — 0

(_g))\i _ €i7r)\i§)\i

— i3 e:Fﬂuév\i

= i (A.19)
In general, by letting sgn = sign(G’(2.)), we can write (—&)** as
(=M = —i(sgn) e*leommngrs (A.20)

And therefore the overall solution w(z) for the entire positive z axis can be summarized as

follows
w(z) = (2 — z¢) (Aei’”n (2=2) 4 Be~inn (Z_ZC)> for z > z.
(A.21)
w(z) = —i(sgn)\/(zc — 2) (Ae(sgn)““e“n (ze=2)i 4 Be~(sgm)me—iln (ZC_Z)“> for z < z.
(A.22)

Both parts of the solution are linear combinations of the two basis members (with coefficients
A and B multiplied). However, the behavior of the two basis members across the critical level
is different: one is amplified by a factor of e#™, while the other is reduced by a factor of e™™#,
depending on the value of sgn. It can be proved by determining the direction of the group
velocity that the branch with amplitude factor of ¢™ multiplied for z < z. is always associated
with upward propagating energy, while the other branch is always associated with downward

energy propagation.

In chapter 1, we had shown that a gravity wave has upward propagating energy if and only if
the vertical wave number m has the same sign of Uk; + Vko. For upward propagating energy,
consider now sgn > 0 and the term with coefficient A, near the critical level. The vertical wave

number m can be approximated as

" 1 ,
m = —iw—A ~ (u - Z) for both 2z > z. and 2z < 2. (A.23)

W Z— Z¢ 2

So it can be seen that Re(m) has the same sign as z — z. for the term with coefficient A. Now,
since sgn > 0, so Uk1 + Vky > 0 above z., and Uk; + Vky < 0 below z., thus Uk + Vky also

has same sign as z — z.. Therefore, Re(m) has the same sign as Uk; + Vko for the term with
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coefficient A if sgn > 0, thus it is associated with upward propagating energy. Similarly, it can
be proved that if sgn < 0, the term with coefficient B is associated with upward propagating
energy. Therefore, we see that the terms with e™ multiplied for z < z, always have upward
propagating energy. The proof follows the same reasoning for waves with downward propagat-

ing energy.

This is a significant result, since it means that the critical level always filters the wave by
multiplying it with a factor of e™™# as it crosses the critical level in the direction of energy
propagation. In other words, it is possible to write the solution as a better combination of
the basis members such that sgn is not multiplied with ™, so that the direction of energy

propagation can be seen more clearly.

wH(z) = /(2 — 2) (CTei(sgn) In(z=z)n 4 rbe—ilsgn) In (z—zcm) for z> 2,
(A.24a)

wA—(z) = —i(sgn)\/(zc — 2) <C’Te”“ei(59”) In(ze=2)p 4 ol =7 —i(sgn) In (zc—Z)u> for 2 < 2,
(A.24Db)

In this way form, the term with coefficient CT in (A.24b) is always multiplied by the factor e™,
thus it is associated with upward propagating wave energy, while the term with coefficient C*
is always multiplied by the factor e™™#, which is associated with downward propagating wave

energy.
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Appendix B

Definition of Fourier integrals and

the Parseval Theorem

The following definition of Fourier transform of an integrable function f(x) in (—o0,00) is

adopted in the discussions of all the chapters,

f(k) = % /_OO f(z)e"™*2dy  and (B.1a)

f(z) = / h f(k)e™r=dk, (B.1b)

where f(k) is the Fourier transform of f(z) and k is the wave number. With the above definition

of Fourier integrals, the Parseval theorem can be formulated as follows
1 [ . e ax
7 f(x)g* (x)dx = f(k)g* (k)dk, (B.2)

where g(x) is also an integrable function in (—oo,00), g(k) is the Fourier transform of g(z)
and the superscript * denotes the complex conjugate. The proof of the theorem is sketched
as follows. By using equation (B.1b) for f and g, the left-hand side of equation (B.2) can be

written as

% /_ Z (@) (x)dx = % /_ : ( /_ : f(kl)ei’flwdh) < /_ Z g*(kz)e_““ﬂdkg) e (B.3)

Rearranging the integrals by moving the integral of x, we have

o [t @de= [ [ gt (5 [ et ) anar,

:/_OO /_OO F(k0)§* (k) (ky — ko) dkydks, (B.4)

71



where the last equality uses the definition of the Dirac delta function. Then,

/ f(z Oof (k1) </ 9" (k2)o (k1 — kQ)dk2> dky
/OO (B.5)

where the last equality uses the integration property of Dirac delta function. Hence, result
(B.2) follows.
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