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Abstract. We analyze the approximation properties of some meshless methods.
Three types of functions systems are discussed: systems of functions that reproduce
polynomials, a class of radial basis functions, and functions that are adapted to
a differential operator. Additionally, we survey techniques for the enforcement of
essential boundary conditions in meshless methods.

1 Introduction

The classical finite element method (FEM) is a well-established tool for nu-
merically solving partial differential equations. New, non-standard methods,
that are broadly covered by the term meshless methods or meshfree methods
have recently emerged. A few examples frequently mentioned in this con-
text are the diffuse element method, [87], the element-free Galerkin (EFG,
[13,14,11]), the X-FEM (extended FEM), [84,29,98], the RKPM (reproduc-
ing kernel particle method, [72-75,70]), the generalized FEM/partition of
unity method ([7,78,79,82,9]), the hp-cloud method, [89], the particle par-
tition of unity particle method of [47-51,96], the finite point method [91],
and the method of finite spheres [30]; also the use of radial basis functions,
[65,66,108,44,61,110] and the older generalized finite difference method of
[71] fall into this category. This list is by no means exhaustive, and surveys
of such methods include [12,6,60]. Two of the reasons given for introducing
such methods are:

e The cost of creating good quality meshes can be high. This is particularly
true for three-dimensional problems and for problems where the standard
FEM requires frequent remeshing such as time-dependent problems and
crack propagation problems.

e For some non-standard problems, the standard FEM performs poorly.
Here, it is attractive to create custom-tailored methods designed for a
particular problem at hand.

A main aim of these notes is to illustrate some of the mechanisms of approxi-
mation that underlie meshless methods. In view of the multitude of methods
and applications it is impossible to be exhaustive, and a selection had to be
made concerning the approximation spaces and the type of approximation re-
sults. With respect to the approximation spaces, we have selected three types:
an example of function systems that reproduce polynomials, a class of radial
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basis functions, and some examples of systems that are tailored to a partic-
ular differential operator. The type of approximation results that we obtain
are mostly formulated with a view to an application in projection methods
for second order elliptic problems. Since the natural setting of such problems
is that of the Hilbert space H' (or subspaces thereof), most approximation
results are formulated in this norm.

1.1 Notation

General Notation We write N = {1,2,...,} for the positive integers and
No = NU{0} represents the non-negative integers. R stands for the positive
real numbers, RY = R* U {0} for the non-negative real numbers. We will
denote by P, the space of polynomials of degree p in d variables, i.e., P, =
span{]_[';:1 x| oy € Ny with Zle a; < p}. The Euclidean norm on R? will
be denoted by || - ||2. Balls of radius r centered at zy are denoted by B, (zo).

Spaces and Domains For domains  C R? integers k € Ny and ¢ €
[1,00] the Sobolev spaces W#4(Q) are defined in the usual way (see, e.g.,
[23, Chap. 1]). Also for values of k ¢ Ny and ¢ € [1,00), the Sobolev spaces
Wk4(Q) are defined in the usual way, [23]; they can be equipped with the
so-called Sobolev-Slobodeckij norm as follows: we write k = k+ K, where
k e Ny and € (0,1), and we define

||U||?/Vk,q(g ||U||Wk a(Q) + |U|?/Vk,q(g)v

where the semi-norm | - \Wk,q(g) is given by

[ulfyray = D // |Da dmf DI 4 gy, (1.1)

eNd y”

le|=

We remark in passing that an equivalent definition of the fractional order
Sobolev spaces W*4(Q) based on the interpolation of spaces using the K-
method is possible, [15,104]. The case ¢ = 2 is special in that the spaces
W*2(Q) are Hilbert spaces; it is customary to write H*(Q) = WH2(Q).

We denote by H}(Q) = {u € H'(Q)|ulsn = 0} the space of functions of
H'(Q) that vanish on the boundary of .

For ¢ € R? with ||¢]la =1, z € RY, 7 > 0, and € € (0, 7) we define the cone

C(x,6,0,r) = B.(x)N{y e RY| (y —2) "¢ > ||ly — x| cosb}. (1.2)

A domain ) is said to satisfy a cone condition with angle # and radius r if for
each z € Q there exists a ¢ € R? with ||£||2 = 1 such that C(x,&,0,7) C €.
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Notation for Particle Methods In these notes, the approximation spaces
Vi will have the form

VN =span{p;|i=1,...,N};

as is customary in FEM, the functions ¢;, ¢ = 1,..., N, will be called shape
functions. We furthermore introduce the patches €);, which are the interior of
the supports of the shape functions, and the diameters h; of the patches by

Q; == (supp ¢;)°, h; := diam ; < 1.

Remark 1.1. The assumption h; < 1 is made for convenience only and could
be replaced by boundedness of the patch diameters. .

Frequently, a shape function ¢; will be associated with a particle x; € €Q;.
The particles are collected in the set

Xy ={z;|]i=1,...,N},

which throughout these notes will be assumed to consist of N distinct points
z; € RY, i =1,...,N. In the parlance of classical FEM the “connectivity” of
the shape functions will be important. We therefore define

n(z) :=={i e N|z € Q;}, (1.3)
n(i) :={j e N|Q,; NQ; #0};

the notation n(-) is reminiscent of “neighbor.”

FEM and Projection Methods Techniques and terminology of the clas-
sical FEM will pervade much of these notes, and we refer to [27,23,94] for
general reference on the topic. We will, for example, employ the notion of
shape-regular affine triangulations 7 of a domain ). Based on such a tri-
angulation of 2, one can define the space SP'(7) C H!() of piecewise
polynomials of degree p. We refer to [94] for a precise definition of SP1(7).
We will write S5 (7) for the space S5 (T) := SP1(T) N H{ ().

Many of the results of the presentation are obtained with a view to an ap-
plication in projection methods such as the Galerkin method. An example of
such as setting is the following: Let X be a Hilbert space, a : X x X — R be
a continuous bilinear form, [ € X’ be a continuous linear form, and u € X
solve

a(u,v) =1(v) Yo e X. (1.5)

If Vi C X is a subspace, then one can define an approximation uy € Vy by:

Find uy € Vi such that a(uy,v) =1(v) Yv € V. (1.6)
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Once a basis of Vi is chosen, the problem (1.6) represents a linear system
of equations that has to be solved. Under suitable assumptions on the bilin-
ear form a, one has existence and uniqueness of uy together with a quasi-
optimality result, i.e.,

lu —un|lx < C inf |lu—v|x, (1.7)
veVN

where the constant C' > 0 is independent of critical parameters (e.g., N). In
this situation it is very important to understand the approximation properties
of the space Vi employed so as to be able to be give bounds on the infimum
in (1.7).

1.2 The notion of optimality

When discussing the approximation properties of a space Vi, it is instructive
to have a notion of optimality so as to be able to compare this space Vi
with the best possible choice. One notion of optimality that is common in
approximation theory is that of n-width (see, e.g., [92]): For a normed space
X with norm || - || x and a subset Y C X one defines for n € N

dp:= inf  sup inf |lu—ov|x;
E,CX =4 veE,
dim E,<n

here, the spaces E, appearing in the first infimum are arbitrary linear sub-
spaces of dimension n. The quantity d,, thus measures how well functions of
the set Y can be approximated from linear spaces F,, of dimension n. Clearly,
d,, depends on the error measure || - || x and the set Y. For Sobolev spaces we
have [62]:

Theorem 1.2. Let Q C R? be a Lipschitz domain and k > 1. Then there
exists C > 0 such that

inf sup inf [Ju—vlz2) > N—(k=1/d,
VNCH' () yepgh(q) YEVN
dm VN SNl k) =1

The converse of Theorem 1.2 is well-known in classical FEM (see, e.g., [23]):

Theorem 1.3. Let 7 be a quasi-uniform triangulation of a domain  C
Re with maximum element size h. Then for k > 1 and the classical H!-
conforming space SP1(T) of piecewise polynomials of degree p we have

inf — 1 < ¢ N~ (min{p+1,k}—1)/d
vedt o Il = vl ey < [y

where N = dim SPH(7) ~ h=4.
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Theorems 1.2, 1.3 show that the classical FEM attains already the best pos-
sible rate of convergence if the only information available about the function
to be approximated is membership in some Sobolev space H*(Q). In this
setting, the use of approximation spaces Vi different from the classical FEM
spaces is mainly justified by algorithmic considerations.

Remark 1.4. The approximation results of these notes are obtained with a
view to an application in classical projection methods such as the Galerkin
scheme (1.6). We will not cover non-linear approximation techniques, for
which we refer to [32]. ]

2 Polynomial Reproducing Systems

The fist class of approximation spaces Vy that we analyze is one where the
space V reproduces polynomials of degree p. We will see that the approxi-
mation properties of such spaces are very similar to the classical FEM spaces.
Such spaces can be constructed in different ways. One possibility is based on
the moving least squares technique and will be illustrated in Section 2.3.

2.1 DMotivation

Let Q C R? be a domain, let Xy = {x;|i =1,..., N} be a set of particles,
and let Viy = span{p; |i = 1,..., N} be a space of functions defined on €.
In this chapter, we will make the following assumptions:

Assumption 2.1 (finite overlap). There exists a constant M € N such that for
every x € ) the cardinality n(z) of the set n(x) satisfies 1 < cardn(z) < M.

Assumption 2.2 (polynomial reproduction property). Efil m(x;)pi(x) = 7(x)
for all z € Q and all m € Pp.

Assumption 2.8 (stability). There exist Cstap > 1, Tstav € No such that

D0l ooy < Cataphs ™! for all i € {1,....N} and all a € N¢ with
[ D%pill Lo () i 0
|Oé| S Tstab-

Assumption 2.4 (local comparability of patches). There exists Ceomp > 0 such
that C,,.,hi < hj < Ceomphi for all i € {1,..., N} and j € n(i).

These assumptions are a generalization of certain properties of the classical
FEM. For p = 1 and shape-regular affine meshes 7, the classical piecewise
linear FEM shape functions satisfy the above assumptions. For p > 1, the
shape functions employed in the FEM are not as standardized; nevertheless,
a basis of SP'1(7) satisfying Assumptions 2.1-2.4 can be constructed as the
following exercise shows.
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Bsn, ()

Béhi (wz)

Fig.2.1. Notation of Theorem 2.6.

Ezercise 2.5. Let 7 be a mesh on Q = (0,1) determined by the points

0=2x29p < z1 < -+ < xp, = 1. Assume that the element sizes are locally
comparable, i.e., C7! < T < (Cfori=1,...,n— 1. Construct a basis
of SPHT) = {u € C([0,1]) |u|(z;0;,,) € Pp for i =0,...,n— 1} such that
Assumptions 2.1-2.4 are satisfied. .

The construction of shape functions ¢; that satisfy Assumptions 2.1-2.4 will
be the topic of Section 2.3.

2.2 Approximation properties of systems reproducing
polynomials

Spaces Vi that satisfy Assumptions 2.1-2.4 inherit the local approximation
properties of polynomials:

Theorem 2.6. Suppose Assumptions 2.1-2.4 hold. Let 6, C' > 0 be given.
Choose for each x; a ball B; with radius r; < Ch; such that Bsp, (xj) C B;
for all j € n(i) and B; C Q; (see Fig. 2.1).

Then there exists a linear operator Qn : L*(RY) — Vi with the following

approzimation property: For u € H*(R?), k € Ny, with Zfil [|u||?

H*(B;) <o

we have for s =0,... min{k, rsap}

N
2(min 1,k}—s
lu — Quull}e gy < € RFHPHL =y 2

H*(B;)"
=1

Remark 2.7. Theorem 2.6 could be generalized to approximation in the space
Wka(Q). Additionally, the proof shows that the balls B; could be replaced
with other set, e.g., squares, rectangles.

Inspection of the proof also shows that it is sufficient to have u defined on
UN | B; instead of R%. .
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Proof of Theorem 2.6. We abbreviate p := min{k,p + 1} and denote by x;
the characteristic function of the patch Q;, ie., x,(zx) = 1 if x € Q; and
x;(xz) =0if z ¢ Q,. We note that Assumption 2.1 gives

1<) xi@) <M VzeQ (2.1)

For each patch ; we choose with the aid of the polynomial approximation
result Theorem B.1 (and, for the case min{k, p+1} < min{k, rsqp} the inverse
estimate Theorem B.3 together with the assumption h; < 1) a polynomial
m; € Pp such that

|lu — 7r1||HS < Ccri” S||u||Hk By s=0,...,min{k, rstap}- (2.2)

We then define the desired approximation @ nyu by

QN’LL = Zﬂ'i(l‘i)(pi. (23)

Note that the map u — @Qnu is linear since the maps u|§i — m;, whose
existence is ascertained in Theorem B.1, is linear. By Assumption 2.2 we
have for each i € {1,..., N}

- Z’]Ti(l'j)(pj (x) Vz € Q. (2.4)

For each i € {1,..., N} we can write

N
u—Qnu=u— Zﬂj(zj)%
N
U—ﬂ'z +Z Uy .Z'J .Z‘])] (pj ::Tl,i+T27i-
j=1

Since the patches Q;, ¢ = 1,..., N, cover by Assumption 2.1, we get for
each s =0,...,min{k, rstap}

N
le = Quullzre) < D llu = QuullFr (.00
i=1
N

<2 T ill3e une) + 1 T2l 3 im0 -
=1

Using (2.2) we can estimate |71 g+ (o,nq) by

|71l e (une) < C’hffs||u||Hk(§i) s=0,...,min{k, rstapb} (2.5)
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Hence, Zivzl T4 4|2 (@:nq) can be estimated in the desired fashion. For the
term involving the functions 75 ;, we use Assumptions 2.3 to get for any
a € N¢d with |a| = s € {0,...,min{k, rsap}}

|DTy i(x)] < CZ|7Tz ;) — ;i (@;)|h; X (@)

Thus, we get for the H®-semi norm of 75 ; on £; N

ol < C / Z|w (@)X

<C'M/ Z|7TZ z;) — m;(z;)]? h; sy
ane; S

<oM / S Imiles) - m) PR, (26)

jen(i)

where we exploited (2.1) in the second bound and, in the last bound, we used
the observation that x;(z)x;(x) # 0 can only happen if j € n(i). For j € n(i)
we bound |m;(x;) — 7 (x;)| < ||m — ﬂ-]HLoo(BShJ (z,))> Dote that m; —m; € Pp,
and use the polynomial inverse estimate Theorem B.3 to get

—d/2
i = 75l Lo Bon, @) < Ch; 2 lms = 5| 2B, (o)
—d/2

< Chj / Hu - 7TiHL2(Bahj (z5)) + Hu - 7TjHL2(Bahj (Ij)):| :

Using Bsp, () C B; N B;, we then get from (2.2) and Assumption 2.4
—d/2
s = 3L, oy < Oy 2 [l + B2l )

Inserting this in (2.6) and using Assumption 2.4 gives

Tl une) <
2 s)—d 2 s)—d
o | Z G, R, o T

The sum vazl |T17i|i[‘g(ﬂﬂﬂi) can then be bounded by using again (2.1)

2 s)—d
Z|T21|Hs<m><cM/ZZh<“ Ul 5 00

Qj 1 =1

2 s)—d 2 s
< oMy Ry / O Rz,

i=1 i=1
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This concludes the proof of the theorem. 0O
Theorem 2.6 assumes u to be defined on R?. An extension result, e.g., The-
orem A.1, allows us to treat the case of bounded domains:

Corollary 2.8. Let 2 C R? be a Lipschitz domain. Assume that the balls
B; of Theorem 2.6 satisfy additionally an overlap condition, i.e., for some
M € N we have B

sup card{i € N|z € B;} < M.

zER?

Then there exists a linear map Qn : Ll(Q) — Vi such that for each k € Ny
there exists C' > 0 with
lu — Qnullgs o) < hmin{p+1’k}7s|\u||Hk(Q)v s=0,...,min{p+ 1, 7stap},

where h := max;—1,... N h;.

Proof. Let @N be the linear operator of Theorem 2.6 and let F : L1(Q)) —

L'(RY) be the extension operator of Theorem A.l. Set Qn := @N o E.
Then by abbreviating p := min{p + 1,k} we get from Theorem 2.6 for
s=0,...,min{rgq, k}

N
~ 2(p—s
lu = Quull3 (@) = 1w = Qn B3y < C D 1"~V Bull e 5,
i=1

N
< R 3 | Bl

i=1

reBy S ORI | Bullfp,

here, the last step followed from arguments analogous to those employed in
the proof of Theorem 2.6. The extension operator E finally has the property
| Bull e (ray < Cllul| gx(qy, which allows us to conclude the proof. O

Approximation of singular functions The diameters of the balls Ez in
Theorem 2.6 play the role of the local mesh size in the classical FEM approx-
imation theorem. In the classical FEM, meshes that are locally refined are
important, for example, for the treatment of elliptic boundary value prob-
lems in domains with piecewise smooth geometries. The solutions of such
problems exhibit singularities (the functions S;; of (6.2) are a typical exam-
ple), which can be resolved in the classical FEM by the use of appropriately
graded meshes, [93,8]. In fact, the optimal rate of convergence, as measured
in error versus problem size, can be recovered. Meshless methods can mimic
this mesh refinement of the classical FEM by an appropriate clustering of
particles and a corresponding shrinking of the diameters of the balls B;. The
following two Exercises 2.10, 2.11 illustrate this.

To stress the analogy of our approach in Exercises 2.10, 2.11 with the classical
FEM situation and to motivate the distribution of the diameters of the balls
B;, we first recall the following example (see, e.g., [94, Sec. 3.3.7]):
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Ezample 2.9. Let Q@ = (0,1) and u(z) = =, a € (1/2,1). Fix p € N and
8> Zf—ll//g. Consider a mesh 7 consisting of N intervals I;, i =0,..., N — 1,
such that

diam Iy < Ch®,  diamI; ~ hdist(L;,0)*" Y8 i=1,... N—1. (2.7)
Then, for some C' > 0 independent of N we have

inf — <CN7P,
UESI'EI('T) Il = vller o) <
i.e., the optimal rate of convergence is recovered. A specific mesh 7 that
satisfies (2.7) is determined by the nodes x;, i =0, ..., N, where z; = ®(Z;),
®(x) = 2%, and Z; = ih for h = 1/N. .

The function ® of Example 2.9 maps a uniform node distribution to a highly
non-uniform one that is suitable for the approximation of the function x +—
x®. We use this function ® to create particle distributions, and we use (2.7)
as a guideline for our choice of the diameters of the patches 2; and the balls
B; in the following Exercise 2.10. We will show there that this choice leads to
patches that satisfy Assumptions 2.1, 2.4, and we will see that polynomials of
degree p have good approximation properties on the balls B;. The construc-
tion of concrete shape functions associated with these patches that satisfy
Assumptions 2.2, 2.3 is postponed until Exercise 2.22. Corresponding results
exist for two-dimensional problems and are sketched in Exercises 2.10, 2.23.

Ezercise 2.10. Let @ = (0,1), u(z) =  for some o € (1/2,1). Fix p € Ny

and choose 8 > gt—ll//é > 1. Define

For N € Nset h = 1/N, z; := ih, i = 0,..., N, and define the particles
Xy = {a;]i = 0,...,N} by ; = ®(%;). Let p > 0 be a parameter and
choose for each particle z;

hxifl/ﬁ 1>1,
pPi=p .
T 1 =0.

Let a shape function ¢; be associated with particle ;. Assume furthermore
that Q; := (supp ¢;)° = B,, ().

(a) Show: For each fixed M there holds p; ~ h® for i € {0,...,M} (The
constants of the ~-notation depend on p, 8, M).
(b) Show: There exist A, A’ (depending only on p, 3) such that
Ba(@)NQC @ (B, (z:))NQ) C Byp(z)NQ  i=0,...,N.

K

Conclude that Assumption 2.1 is satisfied.
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(¢) Show: Assumption 2.4 is satisfied.

(d) Let Ceomyp be the constant of Assumption 2.4, whose existence was ascer-
tained in (c). Set B; := Bj,(x;) with p; := (1 + (1 + §)Ceomp)pi- Show:
By, (x;) N By, (:cj)jé () implies Bs,, (z;) C B;.

(e) Show: The balls B;, i = 0, ..., N satisfy an overlap condition, i.e., there
exists M > 0 (depending only on p, §) such that card{j | B;NB; # 0} < M
forallie {0,1,...,N}.

(f) Let I, := {i € {0,...,N}|dist(B;,0) > 2p;}. Show: For i € I; the
point z; := inf{x|x € B;} satisfies Z; ~ x;. Furthermore, there exist
polynomials m; € P, such that

~ 3/2~a—1—
= 7 25, + Bill (w = 7)o,y < CRL T 2P

(g) Set Iy :={1,...,N}\ I;. Show: I C {1,..., M} for some M > 0 inde-
pendent of N. Show: For each i € Is one can find a m; € Py such that

~ +1/2
[|u — ﬂ-iHL?(QnEi) + pill(u — 7Ti)lHL2(Qn§i) < C/A)S‘ / )

= ill ey < C5-

(h) Assume that the shape functions ¢; satisfy Assumptions 2.2, 2.3. (We
will see in Exercise 2.22 that such functions can be constructed with
the moving least squares procedure if p is chosen sufficiently large). By
adapting the proof of Theorem 2.6 show that the approximation space
Vn =span{g; |i =0,..., N} satisfies

3 _ < p — —Pp,
vleanN lu — vl g1y < ChP =CN

A similar idea leads to approximation results in two spatial dimensions:

Ezercise 2.11. Define for h = 1/n the uniform particle distribution X, =
{Z;; = (ih,jh)|0 < i,j < n}. For some 8 > 1, let ® : R* — R? be given by
O(x) = ||1'||§71:c Define the particle distribution X,, := {z;; = ®(Z;;)|0 <
1,7 < n}. Associate with each particle z;; a radius

oo — o | Pllzisla™ 7 it ) # (0,0)
Y h? ifi=j=0,

where p > 0 is a parameter. The patches Q;; are taken as ;5 := B, (z4;).
Set 2 := (0,1/2)2.

(a) Proceed as in Exercise 2.10 to show that Assumptions 2.1 and 2.4 hold.
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(b) Assume that the shape functions ¢;j, 4,5 = 0,...,n, that are associated
with the nodes x;; satisfy additionally Assumptions 2.2, 2.3. (We will show
in Exercise 2.23 that this can be achieved by taking p sufficiently large).
Consider a function u in polar coordinates (r, @) of the form u = r*©(yp),
where oo > 0 and © : (—e,7/2 + ¢) — R for some ¢ > 0 is smooth. Show:
If 3> 2, then

1

n v N ’

where N denotes the number of particles. Note that this is the optimal
rate of convergence. u

inf [u—2vlm( <CR",  h=

2.3 Construction of shape functions with the moving least
squares procedure

The approximation result Theorem 2.6 hinges on Assumptions 2.1-2.4. In the
present section we construct shape functions that satisfy these requirements.

Motivation from scattered data fitting One approach to construct shape
functions ; from a collection of particles X y is based on the so-called moving
least squares (MLS) technique that we describe in more detail in this section.
The MLS technique was devised to fit a “smooth” function = — If to a
collection of given scattered data (z;, f;), 7 = 1,..., N, obtained, for example,
from measurements. Here, the points z;, ¢ = 1,..., N, are N distinct points
and the “smooth” function If that is sought should satisfy If(z;) =~ f;,
i=1,...,N. The idea is to define the value I f(x) for a given z as a weighted
average of the given data f;. More specifically, one chooses a polynomial
degree p € Ny and for each i € {1,..., N} a weight w;(z) > 0 and then
defines

If(z) :=mn(x), (2.8)

where the polynomial 7 € P, is the solution of the minimization problem:

Find 7 € P, s.t. Z | fi—m(2:)|*w; (z v(z;) 2w (2) Yv € Pp.

H'Mz

(2.9)

Remark 2.12. The choice of the weight functions = +— w;(z) depends, of
course, on the application. In practice, the weight function z +— w;(z) is
chosen to have small support or to decay rapidly as ||z — z;|| — oo so as to
give the data points z; close to x more weight than data points far from x. m

Under reasonable assumptions on the weight functions w;, the minimization
problem is uniquely solvable. As we will show in Theorem 2.13, this solution



Meshless Methods 13

If takes the form
N
If(x) = fipi(x) (2.10)
i=1

for some functions ;. Theorem 2.13 also provides an explicit formula for
the functions ;. Their differentiability properties are then analyzed in The-
orem 2.20. The goal of this section is to show that the functions shape func-
tions ¢;, which are motivated by the above data fitting technique, satisfy
the assumptions of the approximation result Theorem 2.6. Indeed, we will
discover that Assumption 2.2 is ensured by construction and that Assump-
tion 2.3 can be satisfied if, roughly speaking, each particle has sufficiently
many neighbors. Assumptions 2.1, 2.4 have to be checked separately.

Construction of the shape functions The shape functions ¢; appearing
in (2.10) are constructed in the following theorem.

Theorem 2.13. Let particles Xy = {z;|i =1,..., N} and weight functions
w; € C(RY) withw; >0,i=1,...,N be given. Set {; := (suppw;)°. Assume
that for each x € Q the set X (z) := {x; |i € n(z)} is Pp-unisolvent'. Then the
approzimant I f of (2.8), (2.9) is well-defined, and there are unique functions
wi, 1t =1,..., N, depending solely on Xy and the weight functions w; such
that

If(z) = Zfi@i(x)-

Moreover, we have the representation formula

Q
i) =wi(2) Y Me(@)me(a:),  i=1,...,N, (2.11)
k=1
where {m |x = 1,...,Q} is an arbitrary basis of Pp, and the values Ai(x)

are the unique solution of the linear system

Q

ZZwi(x)ﬂk(:Ei)m(xi))\k(x) = m(x), l=1,...,Q. (2.12)

k=1 1i=1

Proof. We follow the presentation of [109]. We fix z, € © and seek m € P, of
(2.8) in the form 7 = 21Q:1 Armr. The minimization problem (2.9) then leads
to the following system of equations: Find A;, I = 1,...,Q, such that

N Q
> wia.) (fi - ZXﬂn(:ﬂﬁ) T(25) = 0, k=1,...,Q. (2.13)
=1 =1

1A set Y C R? is Pp-unisolvent, if 7 € P, and 7(y) = 0 for all y € Y implies
m=0.
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We prove unique solvability of this linear system of equations by proving that
the symmetric matrix G € R@*? with entries Gy = Zf;l w; (@) m () ()
is symmetric positive definite: For a € R? we compute

2

N Q
a'Ga = sz(z*) Zakﬂk(fm) ;
i=1 k=1

in view of the assumption w; > 0, we conclude that G is positive semi-definite.
If G were not positive definite, then there existed a vector a € R? with a # 0
such that a’ Ga = 0. Hence, for the non-trivial polynomial 7@ = Zszl ayTk,
we would have 7(z;) = 0 for all z; € X(x.), since z; € X(x,.) implies
x; € (suppw;)®, i.e., by w; € C(R?) we have w;(z,) > 0. But then @ = 0 by
our assumption of unisolvence. We have thus arrived at a contradiction and
conclude that G is positive definite.

We now evaluate If(x,) = 7(z.) (writing w; = w;(2x), A = A (24))

Q
~ 2.12 ~ 2.13
m(zy) = Z)\zﬂl(z*) 12 Z/\l/\kwiﬁk(zi)m(xi) 1% ZfiAka(xi)a
=1

ik, ik
which leads to the desired representation formula (2.11). O

Exercise 2.14. Show: For p = 0 the functions ; are given by

w;(x) w; ()
pi(r) = = : (2.14)
Srwi(@) Zjene) wil®)
These functions are called Shephard functions, [97]. ]

An important observation is that the functions ¢; constructed by the MLS
procedure reproduce polynomials, i.e., they satisfy Assumption 2.2:

Exercise 2.15. Show that the functions ¢; satisfy Assumption 2.2, i.e.,

m(z)pi(z) =n(z) Ve V€ Pp. (2.15)

i=1

Remark 2.16. The representation formula (2.11) shows that the functions
@; can be evaluated at a point z € Q by solving a @) X @ system of linear
equations. Likewise, by differentiating the linear system (2.12), it is clear that
also the values of derivatives of the functions x — A\ (z) can be obtained as
solutions of linear systems; therefore, derivatives of the functions ¢; can be
determined. The question of bounds of the derivatives of the functions y; will
be discussed in more detail in Theorem 2.20. .
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The weight functions w; have to be chosen by the user. A popular form is

wi(x)w<zxi), (2.16)

where the window function w is of one of the following types:

1. w is radial, i.e., w(z) = @(]|z||) for some w : Ry — R;

2. w has tensor product form, i.e., w(z) = H?Zl W;(25).

We note that if the window function w is compactly supported, then the
parameter p; in (2.16) is a measure for the support size and p; ~ h; =
diam ;. In this situation, the univariate functions w or w; are often taken
to be compactly supported splines, e.g., the symmetric part of the classical
piecewise cubic C? B-spline given by

4—6r2 433 for0<r<l,
w(r) =< (2—7r)3 for 1 <r <2,
0 for r > 2.

Remark 2.17. 1f the window function is a radial function and has compact

support, then the norm || - || on R? can be still be chosen. For example, the
patches €2; can be balls (or, more generally, ellipsoids) if || - || is taken as the
Euclidean norm; the patches €; can be cubes if || - ||;o= is chosen. .

Regularity of the shape functions Our analysis of the differentiability
properties of the functions ¢; in Theorem 2.20 below will be based on the
assumption that the weight functions w; are determined by a window function
w via (2.16). This window function w will be required to satisfy

Assumption 2.18. The window function w € C*(R?) satisfies w(x) > 0 for
all 2 € R4, and (suppw)® = B;(0).

Remark 2.19. We take B1(0) as the unit ball with respect to the Euclidean
norm. This is not essential, however, and results analogous to Theorem 2.20
below hold if we replace the Euclidean norm with another norm on R<. .

The formula (2.14) for the special case p = 0 suggests that ¢; € CF if
the weights w; are determined by a window function w satisfying Assump-
tions 2.18. Roughly speaking, if for every = € ) the number of particles in
the vicinity of z, i.e., card n(z), is sufficiently large, then the shape functions
@; are indeed as smooth as the window function. In order to prove this result
in Theorem 2.20 below, we introduce the fill distance function h by

h(x) := dist(z, Xn) (2.17)

and can now formulate:
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Theorem 2.20. Let Q) satisfy a cone condition with angle 0 and radius 7.
Let a € (0,1), Xy = {a;]i=1,...,N} CR% and {p;|,i=1,...,N} CR*.
Set

pi := min{p;, r}, 1=1,...,N,

and assume the covering condition
Q CUY | Bap, (1) (2.18)

Let w satisfy Assumption 2.18, define the weight functions w;(x) := w(%)
with corresponding patches Q; = (suppw;)° = By, (z;). Suppose that Assump-
tion 2.4 s valid. Let p € Ny.
Then there exist § > 0 and C > 0 (depending only on 0, r, o, p, k, Ceomp)
such that if
sup  h(z) < §p; Va, € Xn, (2.19)
z€Bp, (x:)N2

then the functions ¢; of (2.11) satisfy p; € C*(R¥), supp p; C B,,(z;), and
D%l ey < Cp; '™ VaeNE, o] <k (2.20)

Before proving Theorem 2.20 it is instructive to check that the assumptions
of Theorem 2.20 can be satisfied in simple circumstances.

Ezample 2.21. The assumption (2.19) is often formulated in a simpler, global
way. If we define the fill distance h := sup,q h(x) and use constant p; = p
foralli € {1,..., N}, then (2.19) merely requires that h be sufficiently small
compared to p, the size of the supports of the patches ;. .

We have seen Exercises 2.10, 2.11 two examples of highly non-uniform par-
ticle distributions and greatly varying patches sizes that are suitable for the
approximation of singularity functions. The following two exercises show that
the assumptions of Theorem 2.20 can be fulfilled in such circumstances as
well.

FEzercise 2.22. In Exercise 2.10 we constructed particles and patch sizes that
were appropriate for the approximation of the singular function z — z®. We
assumed, however, that the shape functions ¢; satisfied Assumptions 2.2 and
2.3. Show that by choosing p in Exercise 2.10 sufficiently large, the hypotheses
of Theorem 2.20 are satisfied. Conclude that the shape functions obtained by
the MLS technique yield the optimal approximation result of Exercise 2.10.
Hint: Show that the fill distance function h satisfies

h(z) < C [ha' =18 4 hﬁ}

for a constant C' > 0 independent of p and V. .
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Ezercise 2.23. Assume the hypotheses of Exercise 2.11. Show: If p is chosen
sufficiently large, then the hypotheses of Theorem 2.20 are satisfied.

Hint: Show that the fill distance function h satisfies h(z) < C [h||z||;_1/6+hﬁ]
for a constant C' > 0 independent of p and N. u

Proof of Theorem 2.20. The proof is broken up into several steps.

1. step: We notice that the representation formula (2.11) is independent of
the choice of the basis of P,. In particular, we may chose for each z, € Q
a different basis. We will exploit this observation as follows: First, we fix a
basis {7 |k = 1,...,Q} of Pp; then, for each fixed z, € Q, we define the
basis {7 |k =1,...,Q} by

where, for some arbitrary (but fixed) i. € n(z.) we set

i 1= i, -

(Note that the covering condition (2.18) guarantees that n(z.) # 0). Since
2p; = h; = diam ; = diam B, (z;), Assumption 2.4 guarantees that

peCit < 03 < pCoomp Vi € nlz). (2.21)

We next define the matrix G(x.) € R¥*? with entries

N

Gri(zy) ::Zwi(z*)ﬂk(xi)m(xi) = Z w(

=1 ien(zy)

Ly —Tij~ , Ty — T4

)7k(

pi P+ P+

By Theorem 2.13 the function value ¢;(x,) is given by

i) = wi(w.) ) Aw(@e)my (i), (2.22)

T

where the vector \(z.) = (A1(24),...,A\o(z+))" € R? is the solution of the
linear system
71(0)
Gz )Mxx) = : . (2.23)
7Q(0)
In order to get bounds on the derivatives of ;, we need to get bounds on

the derivatives of the function A. In this direction, we first notice that the
product rule together with (2.21) gives

DG (z,)] < Cop.le Va € N¢, ol <k, (2.24)
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where the constant C,, depends only on «, the function w, and the choice of
basis {7 |l =1,...,Q}. The analogous bound

|IDYG™Hx,)| < Cup™ VaeNd, o <E, (2.25)

holds by Cramer’s rule, provided that we can show the existence of C > 0
such that
inf;l |det G(z,)| > C > 0. (2.26)
z.€

From (2.25) follows a bound similar to (2.25) for the derivatives of the solution
A, L =1,...,Q of (2.23); the product rule applied to (2.22) together with
(2.21) then gives the desired bound (2.20) for the shape functions ¢;. We are
thus left with establishing (2.26).

2. step: To see (2.26) we prove a lower bound on the smallest eigenvalue of
the symmetric matrix G(z.). To that end, let a € R? be arbitrary but fixed.
We define the polynomial

Q
T i= E a7
k=1

and observe
N
a'G(z.)a = Zwi(x*)akamk(xi)m(xi) = Zwi(x*)|7r(mi)|2. (2.27)
ik, i=1

We wish to exploit that Assumption 2.18 gives us the existence of Cy,ipn > 0
such that

min{w(z) |z € Ba(0)} = Cin > 0. (2.28)
To do so, we define n < 1/2 by
1 « 1 1
== < = - 2.29
T S ooy 24 (2.29)

where we used Ceomp > 1. Next, we choose 0 appearing in (2.19) according
to the definition (2.33) below; in particular, therefore, § < 7 so that there
exists an index ¢ € N such that z, € B, (z;). We fix this index and define

n(zy) :={j e Nlz; € Xy N Bpp, (z)}. (2.30)
Our goal in this 2. step is to show
a'Geda> ) wilw)|n(@)l 2 Coin Y Im(ay). (2.31)
jeENn(zy) jEN(T4)

The first bound in (2.31) is obvious since w; > 0 for all j. To see the second
estimate, in view of (2.28), it suffices to see ||z; — z.|2 < ap; for j € n(z.).
Let therefore j € n(x.). Then

zj = will2 < |7 — zull2 + |20 — 2ull2 < 2mPs < i
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where in the last step, we used n < 1/2. Hence, z; € B, (z;), and thus
j € n(i). We conclude with Assumption 2.4

ﬁi S Ccompij vj S ﬁ(a:*)

Together with the definition of 7 in (2.29), we arrive at the desired bound
2j — xulla < npi < NCeompp < 50D5 < ;.

3. step: To get further, we apply Lemma 2.24. Our choice of § above is
precisely the choice of Lemma 2.24 so that we can find C' > 0 depending only
on €2, n, and p such that

17/l oo (85, (w.)) < Cmax{|m(z;)|[] € n(w.)}.
Thus, we get from (2.31)
a'G(z.)a > C”W”%"O(Bﬁi(z*))'

In view of (2.21), we get from Bernstein’s estimate Lemma B.4 the existence
of C > 0 (depending only on p, Ceomp and the parameter r of the cone
condition) such that ||7||ze(5,, (2.)) < ClTllL=(B,, (x.))- Thus, we get

a'G(z.)a > Ol i, () (2.32)

To control the smallest eigenvalue of G(z.), we are therefore left with esti-
mating Y9 |ax|? by ||7r||2Loo(Bp (2.))- We achieve this by a scaling argument:
We define the function 7(x) := 7((z — z.)/p«) on B1(0) and note

Q
7(z) = Zak%k(:n).
k=1

We observe ||| L (B, 0)) = |7llz>(B,, (z.))- By the equivalence of norms on
finite dimensional space, we then get the existence of C' > 0 (depending solely
on p and the choice of the basis {7y |k =1,...,Q}) such that

Q Q
c Z lar|* <1712 (5 (0)) < Cz |
k=1 k=1

This establishes the desired lower bound on the eigenvalues of G(xz.). Finally,
we note that this bound holds in fact uniformly in z, € €, thus completing
the proof of (2.26). O

The following lemma allows us to bound the L°°-norm of a polynomial in
terms of values in discrete points:

Lemma 2.24. Let Xy = {z;|i=1,...,N} CR? and {p;|i =1,...,N} C
RT. Let Q C RY satisfy an interior cone condition with angle 6 and radius

r > 0. Define
pi := min{p;,r}, i=1,...,N.
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Fig. 2.2. Notation for Lemma 2.24. Left: Ball B. Right: Location of &, z«, x;.
Letn € (0,1] and p € Ny. Set

sin 6 1 1

§i=n———min =, — . 2.
”1+sin9mm{3’36p2} (2:33)

Then the following holds: If @ C UN, B, (i) and if for alli € {1,...,N}

s hy) < 65 (234)
yEB, (z:)NQ

then for each x € Q and any z; € Xy N By, (x) and all m € P,

Il Lo (B, (2)) < 7l Lo (8o, (@)

4(1 +sin0)\”
§2< T ysing ) max{|7(z;)| | 2; € Xn N By, (x)}.

Proof. The proof follows the arguments of [109] and proceeds in several steps.
We fix x € QN By, (z;) and m € P,. We also define

sin @

=T M Y sing
and note that §, z are chosen such that

30 < z.

1. step: By the cone condition, there exists a cone C; = C(x,&,0,np;) C Q.
Elementary geometric considerations (see Fig. 2.2) then show the existence
of a ball B = B,;,(#), where & = z + 155 with the following properties:

B C Cy € QN By, () N Bap, (). (2.35)



Meshless Methods 21

2. step: From Lemma B.4, we get

4 p
7l oo (Bap. @)y S { = ) 7l oo (B)- (2.36)
p, (B)

It therefore suffices to bound |7 . (B) in terms of the values of m in the

discrete set Xy N By, (x). Towards this goal, we construct in this 2. step an

zj € Xn N By, (x) that will be seen in the 4. step to have the property that

|m(z;)| is comparable to ||7r||Lm(]§). Choose z, € B such that
17/l oo 5y = Im(@)-

We claim the existence of z; € Xy N BN Bssp, (x4). To see this, we recall
that Z is the center of B and define the auxiliary point

o 1 A . N

S Ty + 26&7”@71*”2 (& —xy)  if ze # 7,

T ifx, =2.
Since 30 < z, elementary considerations show || T, — &||2 < (z — §)p;; hence
Bs;,(T+) C B. The assumption (2.34) then implies the existence of an z; €

X~ N Bs; (Tw) € Xn N B. By the triangle inequality we furthermore get
Tj € Bgaﬁi (x*)
3. step: Let x; be the point constructed in the 2. step and set

1

g — ll2

C:

(xj — zx) if x; # ..
If z; = ., then choose an arbitrary ¢ € R? with ||(||2 = 1. We claim:

{z. + 1|t €0,32p:]} C B.

To see this, we first note that the case z, = Z is trivial. We therefore assume
that x, # &. From the 2. step we recall

[T = 2jlla < 0pis (| — w2 = 2005, (2.37)

so that we can conclude
s — . lo > 5. (2.38)

In order to see that z. + ¢ € B for t € [0, 32pi) we write

_ _ 20p; . _
T =T+ (T5 — Tu) = 2 —l—m&—m*)—i—(% — T)-
*
and compute
A

2. +1¢ = Zll2 < |||z — 22 —
25 — 2|2 25 — 2|2
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Requiring
25|, llos =Tl
g —aallz | oy — 22

[ = &[|2 — t< zp;

is equivalent to the following two inequalities:

26p; — ||@j — T2

25 — @ull2

2w — &2 — 2pi < t  and

|2 — 242
20p; + ||lzj — Tull2”

t < (lze = 2[l2 + 2p:)

which are indeed both satisfied for ¢ € [0, £2p;] in view of ||z, — Z[2 < 2p;
and (2.37), (2.38).

4. step: We now turn to estimating |7(z,)| in terms of |7 (x;)|. To that end,
we define with the vector ¢ of the fourth step the polynomial

p(t) = m(z. +10), €0, 53204,

and note that x; = ,+7¢ for some 7 with 0 < 7 < 36p; since x; € Basp, ().

Additionally, we have (for p > 1) in view of the definition of § that 7 < %z

Using Markov’s inequality (see, e.g., [33, Chap. 4, Thm. 1.4]), we can bound

m(2.) = m(z;)] = [p([2+ — 2;]l2) — p(0)] = ’/OTP'(t) dt’
271p? 186

<7llp’ < T < —p? =
>~ T”p HL“’(O,%Zﬁi) — %Zﬁin”Lm(Q%Zﬁi) =, D H7T||Loc(B)
Recalling now that |m(x.)| = ||7T||Lw(§), we get
1

7l oo () < mh(%‘)l-

This estimate is also trivially true for p = 0. We therefore conclude, since
Tj € XyNBC XNﬂBnﬁi(x)

4\" 1
7l oo (Bap, (i) < (;) mmax{% |zj € XNy N Bys, (7))}

Using 6 < ﬁz and the definition of z, we arrive at the desired bound. O
Ezercise 2.25. Assumption 2.18 requires the function w to be k-times con-

tinuously differentiable. Consider what assumptions (e.g., on the definition
of n(z)) need to be changed if w is in C*~1:1, .
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2.4 Bibliographical Remarks

The construction of the @y in the proof of Theorem 2.6 that is based on
point evaluations of locally approximating polynomials is just one possible
technique; variations of such constructions can be found in [6,1]. The proof
of the stability result Theorem 2.20 follows in essence [109]. Variants can be
found, for example, in [55,41,1].

The moving least squares technique originates from scattered data approxi-
mation. Early references include [97,45]. It is, however, just one way of gen-
erating shape functions that reproduce polynomials. Alternatives include the
reproducing kernel particle methods (RKPM), [72-75,70].

One reason for introducing meshless methods is to alleviate the costly mesh-
ing. Completely regular meshes on the other hand are very simple to gener-
ate and have many advantages. With this in mind, the web-splines (weighted
extended B-splines) were introduced in [57]. The computational domain is
covered with a regular mesh on which standard splines can be defined easily.
Appropriate adjustments near the boundary are made to be able to handle
essential boundary conditions.

3 Approximation properties of radial basis functions

A second class of shape functions that can be motivated from scattered data
interpolation are radial basis functions (RBFs). In scattered data interpola-
tion the basic problem is as follows: given a norm || - || on R¢, a function
® : Ry — R, distinct points Xy = {z;|i = 1,..., N} C R? and function
values f;, 1 =1,..., N, the goal is to find I f of the form

If =3 ud(| - —ail) st If(z:)=fi i=1,...,N. (3.1

The problem (3.1) represents a linear system of equations. Clearly, existence
and uniqueness of If depends on the function ®. An important class for
which this can be established is that of positive definite functions ®:

Definition 3.1. A continuous function @ : R(J{ — R is positive definite, if for
any set X = {x1,..., 2} of M distinct points the Gram matrix G € RMxM
with entries G;; = ®(||x; — x;]|) is symmetric positive definite.

Proposition 3.2. If ® is positive definite, then the interpolation problem
(3.1) is uniquely solvable.

Proof. Exercise. O

Ezample 3.3. Classically, the norm || - | on R? is taken to be the Euclidean
norm || - ||2. Popular examples of radial basis functions ® are the Gaussians
(®(r) = e~"), Hardy’s multiquadrics ®(r) = v/I + 72, and the inverse mul-
tiquadrics ®(r) = (1 +r2)~1/2. Tt is also a widely used practice to employ
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scaled versions, that is, to use the function ®(r) = ®(r/h) with a suitable
scaling parameter h > 0. These RBF's can be used for scattered data interpo-
lation in any dimension. Another class is obtained by taking the fundamental
solution of the iterated Laplacian A™. For 2m > d, these RBF's are given by
®(r) = r>m~dInr if d is even and ®(r) = 72"~ < if d is odd. The function
® in the special case m = d = 2 is called the thin-plate spline since in the
Kirchhoff plate model, which is a biharmonic equation, the deflection of an
infinite plate under a point load coincides with ® (up to scaling). .

The functions of Example 3.3 do not have bounded support. As was shown
in [106,107] it is possible to construct RBFs that have compact support:

Ezample 3.4. A class of RBFs ®4 1, k € Ny for applications in spatial dimen-
sion d < d' are the compactly supported RBFs of H. Wendland, [106,107]. A
few examples of this class are:

function smoothness|for problems in R?
(1)10( ) (1—T>+ CO d=1
P1(r)=(1-r)33r+1) C? d=1
Py 9(r) = (1 —r)% (872 +5r + 1) ct d=1
Dy 0(r) = (1—r)% c° d<3
O34(r) =(1— r)i(4r +1) Cc? d<3
D35(r) = (1 — 1") (3572 + 18r + 3) c d<3

With the exception of ®; o, ®3,0, the functions ®; 4 satisfy Assumption 3.5
below (see [107] and Exercise 3.6) and hence are positive definite. As in Exam-
ple 3.3 scaled version ®y, 4(r/p) for a scaling parameter p > 0 are frequently
employed as well. .

3.1 Analysis of a class of RBF's
We consider the following class of RBF functions x — @(]|z||2):

Assumption 3.5. The Fourier transform? ¢ of the function z — ®(||z|2)
satisfies for some 7 > d/2 and C > 0

THAHEIR) T < w© <CA+ gl veeR?
The set of RBF's that satisfy Assumption 3.5 is not empty:

Exercise 3.6. Check that the compactly supported RBF ®; ; of Example 3.4
for d = 1 satisfies Assumption 3.5 with 7 = 2. u

P = ﬁ Jea f(x)e™ ¢ dz denotes the Fourier transform f of a function f.

The inversion formula takes the form f(x fRd el € de.
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The strict positivity of ¢ stipulated in Assumption 3.5 allows us to define an
inner product (-, )g and the corresponding Hilbert space Hg, which is called
the “native space”:

(o= [ SHOT@ s Hoim (F1If3 = (f. o < o0} (32)

We have
Proposition 3.7. Let O satisfy Assumption 3.5. Then

1. Hg C O(Rd).

2. Hy = H™(RY) with equivalent norms.
3. e Hg.

4. ® is positive definite.

Proof. The second assertion is just one of several equivalent definitions of the
Sobolev spaces H™(R%). The other assertions are left as an exercise. O

Theorem 3.8. Let Assumption 3.5 be valid. Then for distinct points Xy =
{z;|i=1,...,N} and f € Hg the scattered interpolation problem:

Find If € Viy :=span{®(|| - —z;l]2)|i=1,...,N}
such that  If(x;)=f(z;) i=1,...,N,

has a unique solution, which satisfies

(f—Ifv)e=0 YveVy (3.3)
and
I = 1lle = min [If = vle. (3.4)

Proof. Existence and unique follows from the fact that = +— ®(||z||2) is posi-
tive definite. The orthogonality relation can be seen as follows: The function
v, = (|| - —wx||2) satisfies v, € Viy and 05 (€) = (€)e'™¢. Next,

1
v

where the last step follows from the interpolation property. Hence, (3.3) is
true. This orthogonality relation implies the best approximation result (3.4)
in the || - [|g-norm in the standard way (see, e.g., the proof of Céa’s Lemma
in [23, Thm. 2.8.1]). O

(F=1foe = [ (F=T7) v d = flan) = 15 =0,

Corollary 3.9 (stability of scattered data interpolation). Let Q C R?
be a Lipschitz domain (or Q@ = R%). Let Xy = {z;]i =1,...,N} C Q and
suppose Assumption 3.5. Then for all f € H™ ()

If = Ifllme) < Cllf @)
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Proof. We will only treat the case of €2 being a Lipschitz domain. Let E :
H™(Q) — H™(R?) be the universal extension operator of Theorem A.1. Since
Xy C Q, we have Ef(x;) = f(x;), ¢ = 1,...,N. By Proposition 3.7, the
interpolant I f exists and is unique. Since H™(R%) = Hg, we have Ef € Hg.
By Proposition 3.7 and Theorem 3.8 we arrive at

IEf — If%n o) < C{Ef — If,Ef — If)o = C(Ef —If,Ef)s
< C|Ef — If ||l Efle < CIES — If|l - | EF | - ga)
S C\Ef = Ifllar @l flla-@)-

We conclude || Ef —If|| gr®a) < C|lflla7(q)- Since Ef = f on Q and trivially
IEf = 1flla- < CIEf — If| - ra, the proof is complete. O

This stability result is the key to approximation results for the scattered data
interpolant I f:

Corollary 3.10. Let Assumption 3.5 be satisfied and let Q C R? be a Lip-
schitz domain. Define the fill distance

' | S 3.5

Then there exists C > 0 such that for f € H™(Q) there holds
If = Lfllms) < O || fllar (), 0<s<T.

Proof. We proceed in two steps.

1. step: By Theorem 3.8, the linear operator Id —I : H™(Q2) — Viy C H™(2)
satisfies || Id —1I||g-(Q)—m- (o) < C. If we can show the claim for s = 0, i.e.,
1 1d =1 g~ (@)—r2(0) < ChT, then the desired bound | Id —1|| g~ )—m= () <
Ch™=% for any s € [0, 7] follows by interpolation. We are thus left with show-
ing the special case s = 0.

2.step: Choose p € Ny such that 7 < p. By Lemma 2.24 there exist C, C' > 0
depending only on 2 such that for p = Ch we have for all balls B,(z), z € Q:

= <C v : 3.6
17l oo (B, (2)) < zigﬁff) |70 ()] TEP, (3.6)

We cover Q C U,cq Bp(x). By the Besicovitch covering theorem, Theo-

rem A.4, we can extract from the cover B = {B,(x)|x € Q} a subcover
Bj, i =j,..., M, with the following properties: {2 C U;-Vil UBes, B and each
collection B; consists of countably many disjoint balls.

We set z := f—1I f and assume for notational convenience, as we may using the
extension operator of Theorem A.1, that z is defined on R? with | z]| g+ ra) <
C||z|l (). For each ball B of UM, B;j we select Q € P, as given by the
polynomial approximation result Theorem B.1. We can then bound with the

triangle inequality and the polynomial inverse estimate of Theorem B.3

2l 220y < 11z = Qlliaqs) + 1@l eees) < C{p7 Izl + p"21Q v }
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Our choice of the balls B in B guarantees (3.6). Hence, we can estimate

QN L=(5) < Cmax{|Q(zi)||#; € B} = Csup{|Q(x)| | ; € B}.

Since z vanishes in the interpolation points x;, we get

QN> < Csup{|Q(z;) — 2()| | z; € B}
< Cllz = Q=) < Cp™ 2|2l (5

where we used again the approximation properties in L*° ascertained in

Theorem B.1. Using the fact that 0 C Ujj\il Ugeg, B and that for each
j€{1,..., M} the balls of the collection B; are pairwise disjoint, we get

M

M M
12022 <D0 D zl32 < Co*™ D D Nzlli- @y < CP7™ D 12115 ()-
j=1

j=1BeB, j=1BeB,
This concludes the proof in view of the stability result Corollary 3.9. O

It is of interest to consider functions f € H*(2) with k < 7. Since in this case
the function f may not be continuous, we cannot define the scattered data
interpolant; nevertheless, the space Vy = span{®(|| - —z;lj2)|i = 1,..., N}
can still have good approximation properties. Indeed, we have the following:

Proposition 3.11. Let Q C R be a Lipschitz domain. Assume that ® sat-
isfies Assumption 3.5. Let Xy be a particle distribution with fill distance h
given by (3.5). Set Viy := span{®(|| - —z;l|2) |z € Xn}. Then for 0 <k <7
and real numbers 0 < 51 < --- < 8, = k, we have for some C > 0 indepen-
dent of h and f:

m

: Sj _ s < k .
Ulen‘fN j—1h If —vllu Q) = Ch ||f||Hk(Q)

Proof. We will prove the following, weaker statement:

inf |[f = vllue) < CR*°|| fllar)y,  0<s<k (3.7)
veVN

The statement of the proposition then follows from (3.7) and a result on
simultaneous approximation in Sobolev space, [22]. To see (3.7), fix s and let
IT: H?(Q) — Vi be the H?(Q)-orthogonal projection. Then by Corollary 3.10

[ 1d =TIl g7 () — 115 (02) = 1, [ 1d =TI prr () — () < CRT™*.

Since the space H¥((2) can be obtained by interpolation between H*({2) and
H7(Q) we arrive at the desired bound.
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3.2 Bibliographical Remarks

The presentation here follows [86]. The presentation is restricted to posi-
tive definite RBFs for simplicity. A very important, more general class of
functions is that of conditionally positive RBFs: For given p € Ng, norm
|- || on R% a function ®(|| - ||) is called conditionally positive definite if for
any set Xy = {z1,...,7p} of distinct points, the matrix G € RM*M de-
fined by G;; = ®(||z; — z;||) is positive definite on the set subspace {a €
RM | Z,I:[:l agm(xzy) =0 Vm € P,}. The interpolation problem (3.1) is then
replaced with the problem of finding I f of the form Zjvzl u;®(|| - —z4||) + 7
for a m € P, such that If(z;) = f; for i =1,..., N. For a detailed survey of
RBF functions we refer to [25,26,61,110].

The approximation theory for RBFs can be traced back to the work of
Duchon, [35,36], where in particular the RBFs ® that are fundamental solu-
tions of the iterated Laplacian are analyzed.

The approximation result Proposition 3.11 is just one example of a setting
where the function f to be approximated is not in the native space Hg. We
refer to [24] and the reference there for a more detailed discussion.

It should be noted that even for the compactly supported radial basis func-
tions of Example 3.4 the Gram matrix G of the interpolation problem or
the stiffness matrix, if they are used as shape functions in Galerkin meth-
ods, is not sparse. Multiresolution analysis ideas have been proposed and
employed in the context of radial basis functions. For example, if for each
level I € {0,...,L} a collection of points x;;, ¢ = 1,..., N, is given or con-
structed, one can approximate from the space span{®(||(- — z;1)/hll2) | i =
1,...,N;,1l=0,...,L}, where the scaling parameters h; are additional, suit-
ably chosen parameters. We refer [61] and the references there for more de-
tails.

4 Partition of Unity Method and Generalized FEM

The approximation properties of the spaces discussed in Sections 2, 3 ulti-
mately rely on the local approximation properties of polynomials. The Par-
tition of Unity Method/generalized FEM [7,78,79,82,9,101-103] is a gener-
alization of the classical FEM and the above approaches in that it allows
the creation of special approximation spaces that are tailored to a particular
problem. As we will see in Theorem 4.1, one can construct, starting from
local approximation spaces V;, a global approximation space V' by means of
a partition of unity, where the global space V inherits the approximation
properties from the local spaces V;. As we will illustrate in Section 5, the
approximation properties of the local spaces V; need not rely on those of
polynomials.
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4.1 Approximation Theory

Theorem 4.1. Let Q C R? be a Lipschitz domain and let {1;|i =1,...,N}
be a collection of WH>(Q) functions. Set Q; := (supp;)°® C Q, h; =
diam Q;, and assume

Cq .
[%ill Lo () < Coo, IVdillLe@) < 5= i=1,..., N,
N
Zwizl on Q, supcard{i € N|z € Q;} < M.
i—1 zeQ
Assume that each Q;, 1 =1,..., N, is a Lipschitz domain as well.

For each i € {1,...,N} let V; C HY(£;) be given and set
N N
V::ZwiW:{zwivi|vie%}. (4.1)
i=1 i=1
Then V. C H*(Q).
Assume that for a given u € HY(Q) the spaces V; have a local approximation
property, i.e., there exist v; € V; such that
lu—villzaony = 1), V=)l = 22, (42)
Then the approrimant v := Efil v, €'V osatisfies
N
lu = vll72) < MCXY lea(@)], (4.3)

i=1

N 2
|v<uv>||im>gzle(i?> 1)+ CRlea@P| . (44)

3

Proof. The assumption that the patches 2; be Lipschitz domain is required
to ensure that V C H'(Q) as we now show: By the extension result Theo-
rem A.l, there exist extension operators F; : H'(£);) — H'(R?). For each
i € {1,...,N} we choose v; € V;. We then check that v;(FE;v;) € HY(Q) as
the product of a Lipschitz continuous function and an H*!(Q)-function. Hence,
Zizil ¥ E;v; € HY(Q). By the support properties of the functions 1; we get
Z?’:l Vv = vazl ¥; E;v;. In this way, we see that V = vazl Vi € HY(Q).
We will now prove (4.4) and leave (4.3) as an exercise. Using vazl P; =1 on
Q) we can write with the product rule

N

N N
V(u— Zi/fwi) = Vzwi(u —v) = (u = v) Vi + iV (u— vy),

=1
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This allows us to bound the error e := u — Zfil Y;v; by

le|? dx < 2/
Q Q

The assumption sup,cqcard{i|z € ;} < M implies that for each fixed
x € Q) each of the sums consists of at most M terms. Hence, exploiting the
bound (Zﬁl laj)? < MZJAil laj|?, which is valid for any finite sequence

N

> (u— i) Ve,

i=1

dx. (4.5)

Vi(u—v;)

(aj)j]\i 1, and using the bounds on the functions v;, V;, we arrive at

N 2 N
Z(U*vz‘)(x)vi/%(z) < MZlvwi(ﬂf)lQ|(U*vz')(95)|2
< Mc%;z?|<u—vz><x>|2,

< MZ i () |V (u — v;) () 2

V(u — v;)(x)

< MC?, Z IV (u — ) ()]

Inserting these bounds in (4.5) then gives the desired estimate. O

Remark 4.2. Theorem 4.1 is formulated for L2-based spaces—an extension to
spaces WH4, 1 < g < oo is possible. If the partition of unity is smoother, i.e.,
P € WF°(Q) and the local spaces V; satisfy V; ¢ H*(Q;), then again V C
H*(Q) and analogous approximation results in H* can be obtained. Thus,
applications requiring subspaces of H*(2) instead of H'(f2) as approximation
spaces can easily be constructed. .

A prominent example of a partition of unity satisfying the assumptions of
Theorem 4.1 consists of the standard basis of a FEM space:

Example 4.3. Let T be a shape-regular mesh on a domain  C R?. Let
{z;]i = 1,...,N} be the vertices of 7 and let {¢;|i = 1,..., N} be the
standard piecewise linear basis of S11(7). Then {¢;|i=1,..., N} is a par-
tition of unity satisfying the assumptions of Theorem 4.1. .

Remark 4.4. Partitions of unity are systems of functions that reproduce poly-
nomials of degree p = 0. Hence, one can obtain a partition of unity with the
Shephard construction of Exercise 2.14 from a collection of particles Xy =
{z;]i =1,...,N} and corresponding weight functions w;, i = 1,..., N. As
discussed in Section 2.3, the regularity of the shape functions obtained in this
way is determined by the regularity of the weight functions w;.
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Of particular note in the Shephard construction is the case when each patch
(2; contains an open subset € such that Q, NQ; =0 for j # i. Then ¢, =1
on . Such a partition of unity is employed in the particle partition of unity
method of [96]. ]

For practical implementations, it is important to identify a basis of the space
V. It appears natural to base it on bases B; = {b;;j|j =1,...,dimV;}, i =
1,...,N, and consider the set B = {¢;b;;|i =1,...,N,j=1,...,dimV;}.
In general B is not a basis of V' as the following exercise shows:

Ezercise 4.5. Let Q@ = (0,1) and 0 = 29 < z1 < ---2xy = 1 be a partition
of Q. let ¢;, i« = 0,..., N, be the standard piecewise linear hat function
associated with node z;. Let V; = P, = span{b;|j = 0,...,p} for each
i =0,...,p. Show by a dimension argument that {¢;b;|i = 0,...,N,j =
0,...,p} is not a basis ofV:ZZJ.V:Oz/JiVi. .

If the partition of unity is suitably chosen, then the set B is a basis of V:

Ezercise 4.6. Let the partition of unity {¢; |é = 1,..., N} be such that for
each 7 there exists an open set €, with 2, Nsupp; = 0 for all j # i. Show:
The set B is a basis of V. This fact is exploited in the particle partition of
unity of [96]. ]

4.2 Example: polynomial local approximation spaces

There are several ways to employ the approximation result Theorem 4.1 in
a numerical scheme. One way is to use polynomials as local approximation
spaces V;; the partition of unity method could, for example, be obtained from
a collection of particles and the partition of unity is based on the Shepard
function of Exercise 2.14. This is approach is pursued in a series of papers
by Griebel and Schweitzer [47-51] and collected in the monograph [96]. The
approximation properties of this method are comparable to the classical FEM
as is shown in the following Exercises 4.7, 4.8.

Exercise 4.7. Let © C R? be a Lipschitz domain. For each patch €; choose a
polynomial degree p; € Ny and set V; := P,,. For each ¢ € {1,...,N} let B;
be a ball of diameter diam El < Ch; such that Q; C Ei. Assume additionally
that the balls B; satisfy an overlap condition, i.e.,

sup {i |z € B;} < M. (4.6)
z€ERY

Show: Under the hypotheses of Theorem 4.1 on the functions v; there holds

N
. 2 2(min{p;+1,k}—1) 2
vl < D1 ez
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In particular, if p; = p for all 4 and if we set h := max h;, then

. . 2 2min{p,k—1} 2
vlen‘fN Hu ’UHHl(Q) <Ch HUHH’“(Q)

The size diam El of the ball Ei in Exercise 4.7 plays the role of the local mesh
size in the classical FEM. Graded meshes can also be simulated as illustrated
in the following exercise.

Exercise 4.8. Continue Exercise 4.7 for the approximation of singularity func-
tions of the form u(r,p) = r*O(p) as discussed in Exercise 2.11. Let =
(0,1/2)2, let Xy be the particle distribution given in Exercise 2.11 with
B > p/a. Let the patches Q; be such that x; € ; C Ei, where Ez = B, (x;)
with p; given in Exercise 2.11. Let V; = P, as in the preceding exercise. Show:
(4.6) holds, and the approximation space V satisfies

inf [ — vl g1y < CN =P
Inf flu— vl < CN7,

i.e., the optimal rate of convergence is achieved. .

5 Examples of operator adapted approximation spaces

Theorem 4.1 allows us to construct approximation spaces V' where the global
space V inherits the approximation properties of the local spaces V;. These
spaces can be custom tailored to the approximation of a function u. We
illustrate this with a few examples.

5.1 A one-dimensional example
We consider the following one-dimensional model problem:
Lu:=—(a(Mz)u") +b(z)u=f onQ=(0,1), u(0)=u(l)=0, (5.1)

where M € N and a € L*°(R) is 1-periodic. Additionally, we assume elliptic-
ity, i.e., 0 < a < a(z) for all z € R and 0 < b(x) < ||b]| () for all z € Q.
If M is large, then the coefficient a(M-) is highly oscillatory and so is the
solution u. The standard FEM performs poorly in the situation, namely, con-
vergence is only observed under the assumption of scale resolution, i.e., if the
mesh size h is sufficiently small to resolve all scales. The following example
illustrates this.

Ezample 5.1. We consider the case a = uTl(zm)v b=0,and f = 1. In the

left graph in Fig. 5.3 we show the convergence behavior of the classical FEM
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, onset of FE-convergence for piecewise linears; M—-dependence M=4096; b=0; a smooth
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Fig. 5.3. Left: Convergence of the classical FEM. Right: Convergence of the PUM.

1,1 : . .
based on the space Sy (7) on uniform meshes. The error measure is relative
error in the energy norm, i.e.,

Ju—unllz _ \/an}MaE)l(U—uN)/P d (5.2)

lull= o a(Mz)|[u'|? dx

The solution © can be computed analytically and it can be checked that
w2 ~ M and [[u”||12(0) = O(M?). The classical FEM convergence
analysis then gives

hllw”|| 2@

2 o)

[[(w —un)'|l 22

1w/l 2

Y < Cmin{l } < Cmin{l,AM}.  (5.3)

We clearly observe in Fig. 5.3 the expected asymptotic first order convergence;
nevertheless, the asymptotic convergence behavior is not observed until h ~

1/M, that is, until scale resolution is reached. Note that this is in agreement
with (5.3). u

It is possible to design local approximation spaces that have good approxi-
mation properties for the solution of (5.1).

Lemma 5.2. Let I = (zg,20 + h) and v < 1. Let hQHbHL%“) <~ < 1. Let
B = {ug,u1} be a fundamental system for L, i.e., Lug = Luy =0 on I and
ug, u1 are linearly independent. Then there exists a C > 0 depending only on
a, ||lalle(ny; 1Bl o1y, v, such that for a solution uw € H*(I) of Lu = f there
holds

Inf flu—vl[pee(ry + Rl (w ~ 0)'|lLos(ry < CR?[| fll L)

where V := span B.

Proof. Since f € L*°(I) and u € H*(I) we get that u and au’ are continuous.
We then choose v € V such that v(zg) = u(zo) and (av’)(zo) = (au’)(xo).
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The error e := u — v then satisfies e(xg) = 0 and (ae’)(zo) together with
Le = f. The differential equation Le = f gives us —(ae’)’ = f — be so that

le(2)] <

[ et < nielmo,
xo

@) < 4 o) o) < 5

! 1 1Bl o (1
[ 1 =vedt] < 2nflim + D,
xo Q a
Combining these two estimates, we arrive at

Wl , o llblea
le'll o) < = 4 B2 = e oo o,
a u
<v<1

which allows us to conclude [|e’[| oo () < hﬁﬂfﬂpc(]). O

Remark 5.3. It should be noted that the approximation spaces constructed
in Lemma 5.2 merely require a and b to be L°°—mno further regularity is
required. "

Extensions of the approximation result Lemma 5.2 are obtained in the fol-
lowing exercise.

Ezercise 5.4. (a) Construct a one-dimensional space Vi = span{ug} such that
uo(xo) = 0 and Vj satisfies, for u(xzo) =0 and Lu = f,

nf = vl + bll = v) ey < ORI fllgoe .

(b) Let us be such that Lus = 1. Let ug, u; be defined in Lemma 5.2. Set
Vo := span{ug, u1, us}. Show:

Jnf. [ = [l oo (ry + hll(w = v)' || Lo (1) < CR?| f' | Loe (1)

(¢) Construct a two-dimensional space Vp o = span{ug, u1 } such that v(zg) =
0 for v € V2 and Vp o satisfies, for u(zg) =0 and Lu = f,

inf |Ju— || ooy + hll(w—0)[| gy < CRP(| '] Loy
'UGVO’Q

Ezample 5.5. We use the partition of unity method (PUM) with a partition
of unity given by the piecewise linear functions on a uniform mesh with mesh
size h for the approximation of the solution of (5.1) where a = m,
b=0, and f(x) = 2. We choose M = 4096. In the first experiment the local

approximation spaces are taken as the spaces V' constructed in Lemma 5.2
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for the internal nodes and the space V| constructed in Exercise 5.4 for the
two nodes at the boundary of . In view of Lemma 5.2 and Theorem 4.1 we
expect convergence O(h) in the energy norm (cf. (5.2)), where the constant
in the O(h) convergence is independent M. The convergence behavior of this
projection method is depicted in the graph labelled “robust O(h)” in the right
picture of Fig. 5.3. Since the problem size N ~ 1/h, the expected convergence
O(h) is indeed confirmed numerically.

In the second experiment, the local spaces for the internal nodes are taken
as the spaces V5 of Exercise 5.4 and the spaces Vp 2 of Exercise 5.4 for the
boundary nodes. In view of Exercise 5.4 and Theorem 4.1 we expect a conver-
gence O(h?) in the energy norm. This expectation is confirmed by the graph
labelled “robust O(h?)” in the right picture of Fig. 5.3. Again, the constant
hidden in the O(h?) convergence result is independent of M. For more details
on this one-dimensional problem, we refer to [82]. ]

Ezercise 5.6. The approximation properties of the space V constructed in
Lemma 5.2 can also be understood by transforming the problem. Consider

the case b = 0. Then
ven{s[ L)
= span- 1, — .
o a’(t)

Let f € L%*(I) and define the change of variable 7 := f;o ﬁ dt. Show: The
function w(x) := wu(x) is in H? (hint: write down a differential equation
satisfied by ). Hence it can be approximated well from P;. Infer from that
approximation results for u for the approximation from V. n

Remark 5.7. The construction in Lemma 5.2 exploits in a crucial way the fact
that a one-dimensional problem is considered: the solution space of homoge-
neous linear second order differential equations is two-dimensional. Neverthe-
less analogous approximation results can be shown for quasi one-dimensional
cases. Exercise 5.6 illustrates an old, but powerful tool of numerical mathe-
matics, namely, the use of suitable transformations. This device is also the
reasons for the results of [7]. In [7] problems of the form

0, (a(2)0,u) — 0, (a(x)d,u) = on (0,1)%

are considered; the coeflicient @ > a > 0 depends on the single variable z but
may be merely bounded and measurable. For such problems, it is shown that
local approximation space of the form

1
V.= span{l,/ —dt,y}
) a’(t)

can lead to the optimal rate O(h). ]
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5.2 Laplace’s Equation

We consider the two-dimensional case Q@ C R? and solutions to Laplace’s
equation

—Au=0 on . (5.4)

It seems reasonable to try to approximate the solutions to a differential equa-
tion with systems of functions that likewise solve the differential equation.
For the Laplace equation one such system is that of harmonic polynomials:

HPp :=span{Rez", Imz" |n =0,...,p}, (5.5)

where z = x + iy € C. Note that dimHP, = 2p + 1. We have exponential
convergence if the function u to be approximated is harmonic on set that
strictly contains the domain of interest:

Theorem 5.8. Let Q C R? be a simply connected domain and let Q' CC Q
be a compact subset. Let k € Ny. Let u satisfy —Au = 0 on Q. Then there
exist C', b > 0 such that for all p € Ny

inf - epqny < Ce™ P,
UGI%PPHU |y ) s Le

Proof. This result is due to Szegd. We refer to [80] for a proof. O

Ezample 5.9. We consider the approximation of the solution u of (5.4), where
Q = (0,1)2. The exact solution is given by

1 1
u(z,y)Re<a2+22+a2_22>, a = 1.05.
Q is partitioned into n? square of equal size, and the partition of unity is
taken as the standard bilinear hat functions associated with this mesh. This
partition of unity is fixed and the local approximation spaces V; are taken as
H'P, for different values of p € Ny. The numerical results in the left graph in
Fig. 5.4 present the result of the minimization problem

{1V o %if y

mny ——=——— |V = Pi z}

IVl L2 ~

in dependence on the polynomial degree p. .

Algebraic convergence results are also available:

Theorem 5.10. Let Q C R? be star-shaped with respect to a ball and let
satisfy an exterior cone condition with angle Aw. Let k > 1 and let u € H*(12)
satisfy (5.4). Then there exists C > 0 and harmonic polynomials u, € HP,
such that

In(p + 2))“’”’ o1

_ R <
= oy < € (P
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a=1.05; n=2, 4, 8, 16

, approx. of Im 2?2 by harmonic polyn. on sector with angle w
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Fig.5.4. Left: Exponential convergence of Example 5.9. Right: Algebraic conver-
gence of Example 5.11.

Proof. See [80]. O

Example 5.11. Theorem 5.10 can be sharpened in the following situation (see
[80] for a more detailed discussion of this effect): Define the sector S, =
{(reosyp,rsing)|0<r<1,0<¢<w}and let u(z,y) = Rez® or u(z,y) =

Im 2® for some a > 0. Then we have with A =2 — = and any € > 0

inf _ < —da+te
o lu — vl g1es,) < Cep ,

where C; depends on «, w, and €. Fig. 5.4 illustrates this convergence behavior
by plotting for different values of w the result of the minimization problem

. { IV (u1/2 —v)||72

Sw) ‘ } _ 1/2
€ HP, ¢, =1 ,
Hvu1/2H%2(5u) v p Ui/2 mz

in dependence on the polynomial degree p. It is noteworthy that in this
particular example A may be bigger than 1—this cannot be expected in the
situation of Theorem 5.10. "

Remark 5.12. The system of harmonic polynomials is just one possible choice.
Near corners, the solution of (5.4) has singularities, which are known. The
corresponding singularity functions could be used as approximation systems.
We will describe the idea of augmenting a standard FEM space with such
singularity function in more detail in Section 6. .

5.3 Helmholtz equation

We consider for two-dimensional problems the Helmholtz equation
—Au—k*u=0 on ) C R?, (5.6)

and we discuss the following two choices of local approximation systems:
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1. Systems of plane waves, W (p), given by

W (p) := span {eik‘”"*(l’y) [n=0,...,p— 1} , (5.7)
where the vectors w,, are given by w,, := (cos 2”7", sin QTFT")T.

2. Generalized harmonic polynomials given by
V(p) := span {J, (kr) sin(nep), J, (kr) cos(np) |n =0,...,p}, (5.8)

where we employed polar coordinates (7, ¢) in the definition of V' (p); the
functions J,, are the first kind Bessel function.

We note that dim V(p) = O(p), dim W (p) = O(p). These spaces have the
following approximation properties:

Theorem 5.13. Let 2 C R? be a simply connected domain, ' CC € be a
compact subset. Let u solve (5.6). Then there exist C, b > 0 such that for all
peN, p=>2:

inf |lu— N < Ce P, inf |lu— N < CetP/losr (5.9
Uelg(p)ﬂu vl gy < Ce velg/(p)ﬂu vl gy < Ce (5.9)

Proof. The first estimate is proved in [80]. The second one can be proved
using the arguments detailed in Section C.2. O

Theorem 5.14. Let ) C R? be star-shaped with respect to a ball. Let
satisfy an exterior cone condition with angle Aw. Let u € H*(Q), k > 1, solve

(5.6). Then there exists C > 0 such that

. log(p + 2) Alk=1)
f — <(C|——= 5.10
velg(p)”u ’UHHI(Q) < < D2 ) ( )
A(k—1)
- log®(p +2)
f - <C|—=—"—~ 5.11
i el < € (258 @1

Proof. (5.10) is proved in [80]. See Section C.2 for the proof of (5.11). O
Ezxample 5.15. The function

eik(cos 0,sin ) - 1,

16
is a solution of (5.6). Let Q@ = (0,1), and let g be defined on 9Q by g :=
Opu + iku. Then u solves

u(z,y) =

3

~Au—k*u=0 onQ, Opu+iku=g on 0Q. (5.12)

Let Q be partitioned into n X n squares of equal size. We take as the partition
of unity 1, i = 1,..., (n+1)2, the standard bilinear hat functions associated
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approximation with generalized harm. polyn. approximation with plane waves
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Fig.5.5. Operator adapted methods for Helmholtz equation; see Example 5.15.
Local approximation space V(p) (left) and W (p) (right).

with the (n + 1)? nodes. The approximation space V is then constructed as
in Theorem 4.1 with local spaces taken either as V(p) (with p ranging from
1 to 15) or as W(p) (with p € {2,6, 10, 14, 18,22, 26, 30, 34, 38}). Contrary to
our exposition so far, all spaces are taken as spaces over the field C instead
of R. The numerical approximation uy is obtained as the standard Galerkin
approximation for problem (5.12), viz.,

Find uy € V s.t. /

(VuNVﬁ—k?ui)ﬁk/
Q

uv = fﬁJr/ gu YveV.
o0 Q a0

Theorem 5.13 suggests that an exponential rate of convergence could be
achieved. The numerical results for k& = 32 are displayed in Fig. 5.5. In-
deed, we observe for fixed n an exponential convergence in p ~ N for the
relative error ||u — un|| g1 (q)/ul|m1(q). We refer to [79] for more details. =

5.4 Linear Elasticity

In two-dimensional linear elasticity and in the absense of body forces, the
displacement field (u,v) satisfies the following system of equations:

0p05 + OyTyy =0, O Tay + Oyoy = 0; (5.13)
here, the stresses o, 0y, and 7, are defined by
0z = MOpu+0yv)+2u0pu, oy = MOpu+0yv)+2u0yv, Ty = u(Oyu+90,v).
The material constants A\, p are called the Lamé constants.

Remark 5.16. The above system is written for the so-called plane strain case.
For plane stress, A should be replaced with A* = 2Au/(A + 2u). .



40 J.M. Melenk

Let 2 be simply connected. By [85], the displacement field (u,v) can then be
expressed in terms of two holomorphic functions ¢, 1, namely,

2pfu(z, y) +iv(z, )] = rp(2) — 20/ (2) — V(2); (5.14)

here, we set k = (A+3u)/(A+ p). This representation is unique if we require
additionally ¢(z9) = 0 for an arbitrarily chosen point zg. This representa-
tion suggests to use as an approximation space for the approximation of the
complex function u + iv the space

Vitest = span{rm(z) — 27(2) — p(2) | 7, p € My}, (5.15)

where H,, denote the space of (complex) polynomials of degree p. An approx-
imation result analogous to Theorem 5.10 can indeed be obtained:

Theorem 5.17. Let Q C R? be star-shaped with respect to a ball. Let Q0 sat-
isfy an exterior cone condition with angle M. Let m € N, s € [0,1) and as-
sume that the displacement field (u,v) € H™5(Q) satisfies the homogeneous
elasticity equations (5.18). Then the function u := u+iv can be approzimated
Jrom Vst such, that

1 9 A(m+s—1)
Mﬂ) ||u||Hm+s(Q).

inf —u, <C
inf = fu =gl < ( p+2

uapevpelast
Proof. See Section C.3. O

Remark 5.18. The proof of Theorem 5.17 shows that the improved rate of
convergence for the typical singularity functions that we observed in Exam-
ple 5.11 are also obtained for the elasticity equations. .

5.5 Further examples

The Laplace equation and the Helmholtz equation are merely two examples
of elliptic equations for which special approximation systems can be con-
structed. A more general theory by S. Bergman [16-18] and I.N. Vekua [105]
is in fact available: For two-dimensional elliptic equations of the form

—Au+ a(z, y)0zu + b(x, y)dyu + c(z,y)u = 0, (5.16)

where the functions a, b, ¢ are real analytic on €2, there exists a linear operator
ReV that maps functions holomorphic on §2 onto solutions of solution of
(5.16). Essentially, this operator is a bijection and bicontinuous in Sobolev
norms. That is: regularity assertions for u can be translated into regularity
assertions for the corresponding holomorphic functions; this function may
then be approximation by (complex) polynomials; the image of (complex)
polynomials under ReV then yields a good approximation space. In some
cases, the operator ReV can be computed explicitly (e.g., in the case of the
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Helmholtz equations, where the space V(p) is precisely the image of complex
polynomials under the map ReV); we refer to Appendix C and [80] for more
details on this. The representation theory of Bergman and Vekua is, due to
its close link with complex analysis, largely a two-dimensional theory. Some
extensions to three dimensions have been done in [28].

5.6 Local approximation spaces obtained numerically

In the above examples the local approximation spaces were given in closed
form. They can, however, be obtained numerically as well. For example, while
the form of the singularity functions of linear elasticity is known, the precise
exponents have to be determined as solutions of small auxiliary problems.
More in the spirit of domain decomposition is the following approach for
problems of the form Lu = 0: For each patch €2;, one chooses a finite dimen-
sional space V; pq, = span{Biﬁj |7 =1,...,N;} of functions that are defined
on 0%;. The space V; is then obtained by (numerically) solving boundary
value problems 3
Lbi,j =0 on Qi, bi,leQi = bi,j.

The total computation is therefore done in two steps: first, many local prob-
lems are solved (which can be done completely in parallel), and in a second
step a global problems is solved. Conceptually, this is the approach taken for
example in [5] and [58,59,37] for calculations of very heterogeneous media.

Remark 5.19. The functions b; ; were computed above as solutions of Dirich-
let problems. The approximation space V; could be determined by solving
other boundary value problems, e.g., by solving Neumann problems. It has
also been observed that it is advantageous to define them as solutions of
boundary value problems defined on €2, where Q; CC Q. We refer, for ex-
ample, to [5] for more details on this. .

Another example of a method where the approximation spaces are determined
numerically in a preprocessing step is the generalized FEM of [77,95] for
problems with periodic microstructures.

5.7 Bibliographical Remarks

Approximation systems that are tailored to the differential operator are used
by engineers, where such methods are known, among others, under the name
of Trefftz methods, see, e.g., [63,64,56]. In the context of the partition of
unity method/generalized FEM special approximation systems have been
used in [69] for Helmholtz problems and in [90,34] for elasticity and crack
problems. The “method of particular solutions” [43], [19] (see, in particular,
the references in [19]) is closely related to the ideas presented here.

We have seen the poor performance of the classical FEM in Section 5.1.
Indeed, it was already shown in [10] that the classical FEM can perform
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arbitrarily poorly. On the other hand, the constructions in [81] show that for
reasonable classes of right-hand sides, it is in principle possible to construct
good approximation spaces. Such approximation spaces have to be adapted
to a particular problem at hand.

6 Augmenting classical FEM spaces

The partition of unity method/generalized FEM can be viewed as a frame-
work for incorporating information about the problem into the approximation
space. The simplest such technique is to augment a standard finite element
space with special functions.

6.1 Singular functions

The power of augmenting a classical FEM space with special functions can be
seen in the following model problem: Let 2 C R? be a polygon and consider

—Au=f onf, u=0 on 0f. (6.1)

If we denote by A;, j =1,...,J, the vertices of Q and by w; € (0,2m) the
internal angle of © at A;, then it is well-known that the classical FEM-space
Sy’'(T) that is based on a quasi-uniform mesh 7  of mesh size h performs
poorly if max;—1,. jw; > m; namely, the rate of convergence is

inf |[u— vl ) < ChY, a = min L <1
veSyH(T) J=10d Wy
This is indeed observed in practice. By augmenting this FEM space by a few
suitably chosen singularity functions, however, we recover the optimal rate
of convergence. To this end, it is important to note the following regularity
assertion for the solution u of (6.1):

Lemma 6.1. Let Q C R? be a polygon with vertices Aj, j = 1,...,J, and
internal angles wj;, j = 1,...,J. Define for each vertex A; the singularity
functions S;4, i =1,2,..., by

iT/wi . oo o
Suirs) = 4 g ) finfuy £ N
. i sin(iwljtpj) + @; cos(iwljgoj)} if inJw; €N
(6.2)

where (r;,¢;) represent polar coordinates with origin A; such that the two
edges of Q2 meeting at A; fall on the lines ¢; =0 and ¢; = w;.
Let f € H-1**(Q), k > 0 and k ¢ N. Then the solution u of (6.1) can be

written in the form
J

u = Z Z aijSij + Uuop, (63)
j=1

iwlj <k
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for some numbers a;; € R and ug € H'T*(1).
Proof. Such decompositions can be found, for example, in [52,53]. O

This regularity assertion allows us to design approximation spaces that re-
cover the optimal rate of convergence (in terms of “error vs. problem size”):

Ezercise 6.2. Fix a cut-off function y; € C§°(R?) for each corner A; such
that x; = 1 in a neighborhood of A; and such that x; = 0 in a neighborhood
of the vertices A;, i # j.

(a) Show: The decomposition (6.3) can take the form
J
w=>Y Y aix;Si; + io,

]:

j=1 ieN
zw—j<k

where g € H*k(Q) N HL(2). Additionally, x;S;; € Hi(Q).
(b) Show: The space

Vi i= SB(T) @ span{x; Sy | = L. Jii—— < k} C Hy(Q)
J

satisfies
: < min{p,k}. )
€11‘}JfV lu — vl 1) < Ch (6.4)

Note that dim Vi ~ dim S5 (7). .

The purpose of the cut-off functions x; is to localize the singularity functions.
This could also be achieved with the aid classical FEM functions:

Ezxercise 6.3. Let T be a quasi-uniform mesh on the polygon Q C R2. Let
{i|i=1,..., N1} be set of the classical piecewise linear hat functions asso-
ciated with 7 and S%(7) = span{t; |i = 1,..., N1 }. Fix p > 0 and define,
for each j € {1,...,J}, the set I; := {i| suppvy; C B,(A;)}. Define

Vy == Sg’l(T)@Span{wiSLm'm% <k, 1€l j= 17""‘]}'
J

Show: Also for this choice of approximation space the approximation property
(6.4) holds. Note: Viy € HA(Q) and dim Vy ~ dim S2'(T). .

The above construction involves only classical FEM functions and the sin-
gularity functions S;;. Of course, since p > 0 is fixed, a rather large num-
ber of nodes is affected (see the left picture in Fig. 6.6, where the nodes
that require multiplication with singularity functions are denoted e), namely,
O(h=2) nodes. A variety of practitioners have therefore looked at further
simplifications:
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Fig. 6.6. Nodes marked e are augmented with singularity function. Left: O(h™2)

nodes are augmented to ensure optimal rate of convergence. Right: augmenting very
few nodes often suffices in practice.

A A B A

H=1
'y/\/ _____________ ]
H=-1

REERERRER

Fig.6.7. Left: Crack problem. Right: Classical FEM mesh. Nodes e are enriched
with discontinuity functions; nodes marked = are enriched with singularity function.

Ezample 6.4. In practice, a) only the strongest singularity functions are added
(typically only S; 1), b) only those singularity functions at re-entrant corners
(i.e., for corners A; where m/w; < 1) and c¢) p ~ h is chosen (see the right
picture in Fig. 6.6). While the choice p ~ h does not improve the rate of
convergence, the constant is greatly improved so that in many cases good
engineering accuracy is reached. n

6.2 Crack propagation problems

Crack propagation problems have been put forward as an example where
augmenting a standard FEM space with special functions is advantageous.
In many 2D crack problems, the crack is modelled as a curve v (see Fig. 6.7).
A linear elasticity problem is solved on 2\ 7; then the so-called stress inten-
sity factors are extracted from the FEM solution; from these stress intensity
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factors the crack propagation is determined according to some engineering
model; finally, the crack is extended, and the next iteration of this loop is
performed. Performing such a crack propagation analysis is costly since the
domain Q \ 7 on which the elasticity equations have to be solved, changes
in each iteration step thus requiring (at least local) remeshing. Additionally,
since the solution exhibits a strong singularity at the crack tip, a strongly
refined mesh is required near the crack tip to resolve this singularity and guar-
antee reliable results. The technique of augmenting a standard FEM space by
a few special functions to overcome these two difficulties seems very attrac-
tive and has been proposed, for example, under the name X-FEM (extended
FEM) in [84,29,98] and in the context of the generalized FEM. We will only
sketch the key ideas of the X-FEM applied to crack propagation problems.
For that, we will not consider the elasticity equation but the simpler scalar
case of

—Au=0 onQ\n~, Opu=0 on~" and on v~ (6.5)

together with further boundary conditions on 9Q. Here, ¥ and v~ denote
the upper and lower part of the curve v (see Fig. 6.7). If + is sufficiently
smooth, then an expansion analogous to that of Lemma 6.1 can be obtained,
namely, near the crack tip (located at the origin), the solution u of (6.5) takes

the form -
n
:2 S, r"/? (_ );
n 2 r"'“ cos 2<p

here, the coefficient S; € R of the first singularity function is called, in analogy
to the elasticity case, the stress intensity factor. The solution u need not be
continuous across the curve . It is, away from the crack tip, only piecewise
smooth. The idea of the X-FEM is to employ a standard FEM space Vpg on
€. This space ignores the crack v but takes care of the geometry of 2 and
the boundary conditions on 9f2. The crack « is then accounted for as follows:
nodes near v but far from the crack tip are collected in the set Ig, nodes
near the crack tip are collected in the set Ior (see Fig. 6.7 where these sets
are denoted e and w). One defines the discontinuity function

H(x):=

1 if z is above y
—1 if x is below ~

and takes as approximation space
1
Vn :=Vrg ®span{Hy|i € Ig} @ spaun{wirl/2 €08 ¢ li € lor}.

This approximation space is chosen so as to account for the expected solution
behavior near the crack tip. Near the crack but away from the crack tip, the
space Vy contains discontinuous functions, reflecting the fact that the sought
solution may jump across the crack ~.
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Remark 6.5. Some extensions of this choice would be: a) add more singularity
functions, b) use higher order discontinuity functions, e.g., H(x)r(x), where
7 € P, (the above construction corresponds to p = 0). u

We will not analyze the approximation properties of the space Vi defined
above. The following exercise, however, gives an indication of what can be
expected away from the crack tip.

Ezercise 6.6. Let Q = (—1,1) and consider a uniform mesh 7 of mesh
size h = 2/(2N + 1) with nodes z; = —1 +4h, i« = 0,...,2N + 1. Let
SPL(T) C C(Q) be a standard FEM space on the mesh 7 and consider the
approximation of a function w that is smooth on [—1,0)U(0, 1] but has a jump
discontinuity at 0. What convergence rate (in L?) can be expected? Augment
the nodes xy, xn+1 with the Heaviside function H(z) = signz, i.e., consider
SPU(T) & span{vn(z)H (x),¥n11(z)H (x)}, where 1; is the standard hat
function associated with nodes x;. What convergence rate can be expected?
Consider SPY(T) @ span{vn (z)H (z)2? ,yn 1 H(2)2? | =0,...,p—1}. =

Remark 6.7. If only very few close neighbors of the crack tip are enriched
with the singularity function, then the rate of convergence cannot be ex-
pected to be good. Nevertheless, as already pointed out in Example 6.4,
good engineering accuracy can be reached. .

6.3 Further examples: the generalized FEM

The generalized FEM in the form [101-103] is very similar to the X-FEM.
The versatility of the generalized FEM is demonstrated in [101-103] by cal-
culations on complicated domains, for example, domains with many holes
or cracks. A classical FEM is augmented by special functions the reflect the
proper behavior of the solution near these features. Related earlier work on
the generalized FEM for elasticity and crack problems can be found in [90,34].

6.4 Bibliographical Remarks

The idea of augmenting classical FEM spaces with special functions adapted
to a problem has a long history. For problems with singularities (e.g., corner
singularities) it can be found in [42,20].

The bilinear form a in all the above examples involves an integration over
Q. In practice, this integration is replaced by numerical quadrature. Based
on modern adaptive quadrature techniques (possibly including adaptive or-
der control for higher efficiency) it is possible to perform the integration in a
completely black box fashion where the user merely needs to provide informa-
tion whether a point z € R? is in 2. The “pixelation” technique of [102] can
be viewed as an example of such an approach. For geometries whose bound-
ary is piecewise smooth or piecewise affine, it can be much more efficient to
deviate from the black box approach by employing local meshing near the
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boundary, [101,103,48,96]. Note that this local mesh near the boundary need
not be regular since it is only used for quadrature purposes. The structure of
the shape functions also greatly affects the cost of the quadrature. Consider
as an example the particle partition of unity method of [96]. There, the shape
functions whose support is contained in 2 are constructed such that they are
piecewise smooth, where the regions of smoothness are axis parallel boxes.
Clearly, this choice greatly simplifies the design of appropriate quadrature
rules. We finally mention that the use of numerical quadrature entails errors;
some ideas for their control are discussed in [101].

7 Enforcement of essential boundary conditions

In many applications, essential boundary conditions have to be enforced. As
a model problem we consider the classical Poisson problem: Find u € H{ ()
such that

a(u,v) := /QVU -Vvdr = F(v) := /va, dr Vv € Hy(2). (7.1)

The ideas how to enforce essential boundary conditions in meshless mehods
are essentially the same ones as in the classical FEM. They can be split into
two categories:

o Conforming methods: The approximation space Vy is chosen as a sub-
space of H}(Q), i.e., Viy C HJ(£2). This can be achieved by
— using cut-off functions;
— combining the classical FEM near the boundary with particle meth-
ods in the interior;
— creating H{ (Q2)-conforming spaces in the framework of the partition
of unity method by properly selecting the local approximation spaces
V; near the boundary.
e Non-conforming methods: In these methods, the variational formulation
is changed. These methods include
— Lagrange multiplier methods,
— collocation of boundary conditions,
— penalty methods,
— Nitsche’s method.

7.1 Conforming methods

For the model case (7.1) the approximation space Vi has to be chosen to
satisfy Vi C H} ().
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A simple approach The simplest approach is to select from a given set
B={p;|i=1,...,N} of shape functions only those that satisfy ¢; € H} (),
i.e., to take

Viv,0 := span{g; | (supp ¢;)° C Q}. (7.2)
Good approximation properties cannot be expected of Vi o, however, even if
the function to be approximated is smooth:

Ezercise 7.1. Let Vi := span{p;|i = 0,..., N} be the space of piecewise
linear functions associated with the mesh given by the points x; = f% + ih,
i=0,...,N,h=1/(N—1). Consider for Q = (0, 1) the subspace Vy o C Vy
given by Viv,0 = span{yp; | (supp ¢;)° C Q}. Show that for the smooth function
u(r) = 2(1 — z) € H}(Q) we have

inf |Ju— vz > CVh.

veVN,0

Cut-off function methods In cut-off function methods, the essential bound-
ary conditions are enforced by multiplying an approximation space Vn by a
weight function w, where w vanishes on 92 and satisfies w ~ dist(-, 9Q). If w
is sufficiently smooth and Viy C H*(£2), then we obtain an H}()-conforming
subspace V,, v by setting Vi, v := wVx C HE(Q). These ideas can be traced
back to [67,83] and were revived in [57]. Concerning the approximation prop-
erties of the space V,, n we follow [57].

Lemma 7.2. Let k> 2, and let w € W*>°(Q) be such that w ~ dist(-, 98).
Then there exists C > 0 such that for any compact subset Q' CC Q we have
for functions u, v satisfying u = vw

[oll ey < OO [llull ey + ol ge-r@n] lvllzs-1(0) < Cllullmo),
where § = dist(Q', 090).

Proof. The proof follows from Hardy’s inequality. The details can be found
in [57, Thm. 6.1]. O

Lemma 7.2 can be employed to recover the optimal rate of convergence if
u € H*(Q) N HL(Q):

Exercise 7.3. Let Q C R? have a smooth boundary. Assume the setting of
Exercise 4.7. Suppose that p; =p > k —1 > 1 for all ¢ and that h; ~ h for
all ¢. Show, using Lemma 7.2, that the space V,, v = wVi satisfies

Jnf Ju =g < Ch  Hullgegy — Yu € H¥Q) N Hy(Q);
veVy N

here Vi is chosen as in Exercise 4.7. .

Remark 7.4. The existence of a weight function w with the above regularity
properties is closely related to the smoothness of 99): the “natural” choice
w(x) := dist(x, 0) is only smooth if I is. ]
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Combination with the classical FEM A technique proposed, e.g., in
[68], is to combine shape functions of the classical FEM with general particle
methods. In the vicinity of the boundary 0f2, a standard mesh is defined and a
standard FE space is employed. This space guarantees optimal approximation
properties and gives the flexibility of the classical FEM to handle boundary
conditions. For the approximation in the interior of €2, any system can be
used, e.g., systems Vo of the form (7.2). These ideas can be shaped into
several forms. In order to illustrate what can be expected, we present the
following example:

Ezxample 7.5. Let Q C R? be a polygon, and let 2 < k < p. Let Vy C H*()
be an approximation space with the property

uieanN Hu - U||L2(Q) + h||u - ’UHHl(Q) < CthUHHk(Q) (73)

Let Sy, := {x € Q| dist(z, 0Q) < h} be a tubular neighborhood of 90. Let T
be an affine, quasi-uniform triangulation of mesh size O(h) of a set ' C Q
that satisfies S, C Q. Let SP1(7) be the standard finite element space of
piecewise polynomials of degree p on the mesh 7" and set S5 (7)) = SP1(7)N
H}(Y). Note that by extending functions of S’g’l(T) by zero outside of €/,
we may think of S2'(7) as a subset of HL(Q). Let {¢;|i € Ioq} € SV(T)
be the standard piecewise linear hat functions associated with the nodes on

00 and set
w = Z (L

i€lpn

Again, by the support properties of the piecewise linear hat functions v;, we
may think of w as being defined on 2. We observe:

w=1 on 09, w=0 onQ\,
w € Whe(Q), [Vwl|| o) < Ch™

We select as the approximation space
Von = (1 —w)Vn ® SN (T) c HL(Q).
We claim that for u € H*(Q) N HE(Q)

inf ||U—’U||H1(Q) < Chk_lnu”Hk(Q). (7.4)
veEVE N

(7.4) is shown using the same ideas as in the proof of Theorem 4.1. Let
uy € Vi be an approximation of u from Vj such that

lu = unllL2() + hllu = unll @) < CRF [l g (q)-

We will take the approximant to u from V, y of the form (1 — w)uny + v,
where v € Sg’l(T) will be determined below. The error can be written as
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u—(1—wuy —v = (1 —w)(u — un) + (wu — v). For the first term, we
calculate

12— ) — ) 22y + AL~ @) (1~ un)lms(sy < CH [l ey,

which has the desired form (7.4). We now turn to the definition of v € S2"(7),
which approximates wu. We select I,_ju € SP~11(T) by a standard FEM
interpolation procedure. Then, (I,—1u)|sq = 0 and

Hu — Ip,1u|‘L2(K) + h||V(u - Ipflu)||L2(K) S Chk|u|Hk(K) VK € 7.

Here, we exploited the assumption p > k. As the product of a piecewise linear
function and a piecewise polynomial of degree p — 1, the function wl,_ju
satisfies wilp,_ju € Sg’l(’T). We conclude using the support properties of w
and [|[Vw| poo(q) < Ch™!

lwu — wlp 1ul|L2) + hlwu — Wl 1u|gr ) < Ch*.

Thus taking v := wl,_ju gives an approximation (1 —w)uy +wlp_1u € V, n
that realizes the desired bound (7.4). ]

Local approximation spaces satisfying essential boundary condi-
tions The previous idea of combining the classical FEM in a strip near the
boundary with general approximation spaces Vi in the interior of 2 can be
viewed as a variant of the partition of unity method where the local approx-
imation spaces V; for the patches 2; near the boundary are chosen such that
they conform to the boundary conditions. A more general approach is the
outlined in the following exercise.

Exercise 7.6. Assume the hypotheses of Theorem 4.1. Suppose additionally:
if Fi,D = 891 N oxN 7£ @, then ‘/1 C H%)(QZ) = {’LL S Hl(Qz) |’U,Fi,D = 0}
Show: The space V of Theorem 4.1 satisfies V C H}(Q2), and the approxima-
tion result of Theorem 4.1 is still valid. .

Local approximation spaces V; that satisfy the correct boundary conditions
can be derived in different ways. They can be determined analytically or
numerically.

Ezample 7.7. Let u solve Laplace’s equation and assume that u vanishes on
a straight line. Extending w by reflection across this line yields a function
(again denoted u) that is anti-symmetric with respect to this line and again
solves Laplace’s equation. It is shown in [78] that harmonic polynomials that
are anti-symmetric with respect to this line (and hence vanish on it), can
approximate the function u at the same rate as the full space HP,, of harmonic
polynomials. .

As discussed in Section 5.6, local approximation spaces V; can also be com-
puted numerically. If these spaces are computed using the standard FEM,
then it is easy to enforce essential boundary conditions.
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7.2 Non-conforming methods: Lagrange Multiplier methods and
collocation techniques

The essential boundary condition could also be enforced in a weak sense. The
simplest such approach is to collocate the boundary condition in a (finite) set
of points Y C 952 as was proposed, for example, in [2,54,111]. Such methods
are, however, difficult to analyze even in the setting of the classical FEM.
Early references to the Lagrange Multiplier Method are [3,4]. One introduces
a bilinear form b: H'(Q) x H=/2(6Q) by

b(v, ) := {yov, N>H1/2(BQ)XH*1/2(6Q) )

where o : H(Q) — HY?(8Q) is the trace operator yov = v|pn. One then
considers the problem: Find (u,\) € H'(2) x H~/2(9Q) such that

a(u,v) +b(v,\) = F(v) Yo € HY(Q),
blu,pu) =0 Y e H=12(0Q).

The function u of the pair (u, \) solving (7.5) is in fact an element of H{ ()

and also a solution of the original problem (7.1). A natural discretization of

(7.5) is to take subspaces Vy € H'(Q), My C H~/2(9) and then consider

the problem: Find (un,An) € Vi X My such that

a(un,v) + b(v,A\y) = F(v) Yv € Vn, (7.6)
blun,p) =0 Yu € My. '
We mention in passing that (v, i) g/200)xm-1/2(00) = [pqvuds if p €
L?(09Q) so that the discrete problem (7.6) represents a linear system of equa-
tions that can be set up for any reasonable choice of space My (e.g., a space
of piecewise constant functions). One challenge in the Lagrange multiplier
method is that the spaces Viy and My cannot be chosen independently. As
is well-known the so-called “inf-sup” condition, or Babuska-Brezzi condition,
needs to be satisfied: If

inf sup b(v, 1) >N >0, (7.7)

neMy vevy [0l @l il m-1/2(00)

then the error u — up satisfies (see, e.g., [94, Thm. 5.13])

1
— <C(1+4+— inf — A— - .
o=l <€ (14 ) it = ol + 1A= ol

This bound suggests that the inf-sup constant vy should be bounded away
from zero uniformly in the discretization parameter N to guarantee good
performance. The condition vy > 0 is indeed necessary as the following
exercise shows.
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Exercise 7.8. Show: vy = 0 implies that the matrix representing the linear
system (7.6) is not invertible. .

In the classical FEM, various combinations of spaces Vy and My are known
to be “stable” in the sense that (7.6) holds for a constant independent of
the mesh size; we refer to [100] for a more detailed discussion and appropri-
ate references. In the context of the classical FEM, a key ingredient in the
stability proofs for pairs Vi, My are inverse estimates. To the knowledge of
the author, such estimates are not available for meshless methods, and an
analysis is therefore hard. We will encounter a similar difficulty in our anal-
ysis of Nitsche’s method below; the appropriate inverse estimate is therefore
stipulated as Assumption 7.13.

7.3 Non-conforming methods: penalty method

In the conforming FEM, one would have to choose Vy C H}(Q2). In the
penalty method, the essential boundary conditions are weakened by changing
the problem: Taking Viy C Hl(Q) and ¥ > 1 the problem is to find uy € Vi
such that

ay(un,v) == alun,v) + Yuyvds = F(v) Yv € V. (7.8)

We recognize this as the Galerkin approximation to the following problem:
Find uy € HY(Q) s.t. ay(uyg,v) = Flv) Yo € HY(Q). (7.9)
The strong form of this problem is:
—Auy = f on £, Opty +u =0 on Of. (7.10)

One sees that, if ) — oo, then u, — w, where u is the solution of (7.1). We
will make this more precise below.

Theorem 7.9 (penalty method). Let Q C RY be a Lipschitz domain. Let
k> 2. Assume u € H¥(Q) is the solution of (7.1). Let & € H*=1(Q) solve

“AL+E=0 onQ,  &log=0wu  on ON. (7.11)

Assume that the approximation space Viy C H () satisfies:

vienva [lu— U||L2(Q) + ||V (u— ’U)HL2(Q) < Chk, (7.12)
Jnf 1€ = vllzz(e) +AIVE = v)lL2() < cntt. (7.13)

Then there holds for a C' > 0 independent of 1 and h

lu = un ey < C {1/71 4 1/}71/2}11@73/2 T 1/}1/2,11@71/2 + hkq}_
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Setting v = h® with the optimal value o = % gives
2k —1
HU_UN”Hl(Q) Shg, g = 3 .
Remark 7.10. The regularity assumption ¢ € H*~1(Q) is satisfied, for exam-
ple, if 99 is smooth. "

Proof of Theorem 7.9. The proof follows the exposition of [3, Thm. 7.2.2].
From the Lax-Milgram Lemma (see, e.g., [23, Thm. 2.7.7]) we have upon
equipping the space H'(£2) with the norm || - ||, := y/ay(+, -), which is equiv-
alent to the standard || - || g1 (o) norm,

- = inf fuy — 0o
luy —unlly UIEHVNH% ]|y

‘We now write i
U =uy +—§+C.

(]
The function ( satisfies
1
ay(¢,v) = alu,v) + wv ds — Ay (Uy,v) ——ayp(§,v)
—_—— 20 —_—
:fg fvd:nJrfaQ Onpuv ds 0 :fQ fudx
1 1
= Opuvds — —a(&,v) — fvds = — V¢ - Vudz.
o0 (% o0 Y Ja
——
:fan Onpuv ds
Hence, the Lax-Milgram Lemma gives us
1
<My < EHEIIHI(Q)- (7.14)

The function uy is the Galerkin approximation to wy, so we get ||uy—un |y =
infyevy |uy — v|ly. Thus:

1
— = inf — < inf — — inf - .
g —uvlly = inf sy = vlly < inf flu—vlly + 7 inf e vl + <l

Using the bound ||z\|%2(aﬂ) < Ozl 2@ llzll a1 () (see, e.g., Theorem A.2),
we can bound with our assumptions on the approximation properties of Vi

||U1p _ U/NH'[[J S C{hk—l +w1/2hk—1/2 +1/}_1/2hk_3/2 +1/}—1}-
Choosing ¥ = h™7 gives
”,Mw _ UNHdJ < Chmin{a,o/2+k73/2,70/2+k71/2,k71}.

The optimal rate of convergence is obtained for o = % We get
1 _
lu—un|lm(0) < ||U1/J_UNHH1(Q)+EH§||H1(Q)+||C||H1(Q) < Jlug—unllp+Cyp~!

which gives the desired bound. O
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Remark 7.11. In the case k = 2, we see that the choice o = (2k — 1)/3 leads
to the optimal rate of convergence. For k£ > 2, the penalty method leads to
suboptimal rates. -

7.4 Non-conforming methods: Nitsche’s method

Nitsche’s method was introduced in [88]; a good accound that relates it to
various forms of Lagrange Multiplier Methods can be found in [100]. Like the
penalty method, Nitsche’s method alters the variational formulation albeit
in a more subtle way. For definiteness’ sake, we consider again the model
problem (7.1).

For simplicity, we will assume that the approximation space Vi satisfies
Vn C HZ%(R), although weaker assumptions suffice?. We need to identify
the shape functions ¢; that are near the boundary. Hence, upon recalling the
definition of patches, Q; = (supp ¢;)°, we define

Isq = {Z€N|Qzﬂ897é@} (715)

For 7 € Isq we set

For a penalty parameter v > 0 define

an(u,v) := alu,v)— &mvds—/ uOpv ds—+-y Z };;1/ uvds. (7.17)
a9 a9 r

i€lpqa

One variant of Nitsche’s method can then be formulated as:
Find uny € Vy st. an(un,v) = F(v) Yv e V. (7.18)

In contrast to the penalty method, Nitsche’s method is consistent if the exact
solution is sufficiently regular:

Lemma 7.12 (consistency of Nitsche’s method). Let Q be a Lipschitz
domain. If for some € > 0 the solution u of (7.1) satisfies u € H>/*T(Q),
then an(u,v) = F(v) for allv € Viy.

Proof. By the trace theorem, the assumption u € H3/?*¢(Q) guarantees that
Opu is well-defined and d,u € L?(0Q). Since also the Gau-Green theorem
holds, the result now follows by inspection. 0O

3 One has to be able to define the conormal derivative O,u for u € Vv as an element
of H~Y/ 2(BQ) in a meaningful way. In view of practical computations, one would
like O,u € L*(99). For example, Vv C H*(Q) for some s > 3/2 suffices.
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The consistency result Lemma 7.12 will allow us to obtain quasi-optimality
results in appropriate norms. In order to perform this analysis, we introduce
a few discrete norms on the space H*/27¢(Q):

[ullf o ==Y i HlullZacr,, (7.19)
i€lpq

10nul® 1 o5 ==Y hillOnulliz(rs, (7.20)
i€lpq

[ull} 1 = 1VullZe) + 1ullf o + 100wl /o - (7.21)

Central to the analysis of Nitsche’s method is an inverse assumption:

Assumption 7.13 (inverse assumption). There exists Cjn, > 0 such that
H8nu||_1/2,h < CimHVuHLz(Q) YVu € V.
In the case of the classical FEM, this inverse assumption can be proved:

Ezercise 7.14. Let T be a shape-regular triangulation of a polygon in R2.
For the space of piecewise linears S11(7), let Esq be the set of edges that lie
on JN) and let h. be the length of edge e € £yq. Show: There exists C > 0
depending solely on the shape-regularity constant of 7" such that upon setting

10nullZyjon = D hell@nulia)

eclsn

we have [|0pul—1/2.n < Cinyl|[Vul r2(q) for all w € SY1(T) for some suitable
Cino > 0. [ ]

If the inverse Assumption 7.13 is satisfied, then the bilinear form ay is coer-
cive on Vi provided that the parameter v is chosen suffiently large:

Lemma 7.15. If Assumption 7.13 is satisfied, then we have for v > 2C?

muv

1 1
min{ 3 ga— - 200 g Sax(uw) Ve Vi, (2

lan (u, v)| < (1 4+ y)||wllnllvl,mn Yu,v € H3/2+E(Q). (7.23)

Proof. Using the fact that 0Q C User,, [, we can estimate with the Cauchy-

Schwarz inequality
/ Opuuds
o0

Using next the bound 2|ab| < ea® + £b?, which is valid for all € > 0, we get

< ||anu||71/2,h||u||l/2,h-

an (u,u) > [[Vull72iq) = 2010null —1j2,nllullj2,n +Ylulli /o,
> | VullZagay — elldnull2y o — ¢ Hlull?jon + Allull?/2n
> (1 - eCo ) Vullie) + (v — e Dllullfjon
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where we appealed to the inverse assumption. Choosing now e = (2C2 )1
gives the desired bound (7.22).
The bound (7.23) follows from the trace theorem. 0O

Remark 7.16. Lemma 7.15 shows that the problem (7.18) is well-defined and
leads to a symmetric positive definite stiffness matrix, provided that the
parameter 7 is choosen sufficiently large. A good estimate on Cjy,, is required
for that. Determining Cj,, can be formulated as an eigenvalue problem, and
a numerical scheme that works well has been proposed in [51,96]. .

The consistency result Lemma 7.12 allows us to get quasi-optimality of the
Nitsche method:

Lemma 7.17. Set a := min{4, ﬁ,v —2C2 }. Assume that the solution

muv

u of (7.1) satisfies u € H3*T¢(Q) for some & > 0. Then

14+ .
lu —unll1,n < <1+—7) inf |lu— 1,5
a veEVN

Proof. The proof is the same as the proof of Céa’s lemma, for which we refer,
for example, to [23, Thm. 2.8.1]. O

Theorem 7.18 (Convergence of Nitsche’s method). Let the solution u
of (7.1) satisfy u € H*(Q) for some k > 2. Assume:

(a) the constant a of Lemma 7.17 is positive;

(b) the sets I, i € Ipq satisfy an overlap condition;

(c) h; ~ h for all i € Ipq,

(d) inf Jlu—vlrz@) +hllu=vlm @ + h?lu = ol 2 0) < OB |lull gr(a)-

Then
Hu — UNHHI(Q) < ChF1,

Proof. By the quasi-optimality result Lemma 7.17 it suffices to bound the
expression inf,cy, [|[u — v||1,5. Using h; ~ h for all i € Ipq and the overlap
condition on the sets I; gives us for arbitrary v € Vi

lu = vlli, < llu =0l ) + ChllOn(u = V)72 (a0) + b |0n(u = v)l|72(a0)-
The trace Theorem A.2 applied to z € H?(Q2) gives in view of Vz € H*(Q)
[w = [l < C{llu =0l (0

1
+hllu = vl gy llu — vl 2@ + EHU — |l 2o 1w — vl g (o) }-

The assumptions on the approximation properties of Vi allow us to conclude
the argument. 0O
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We required k > 2 in the proof of Theorem 7.18 for convenience only. The
follow exercise shows that k > 3/2 is in fact sufficient:

Exercise 7.19. Use Theorem A.2 to show that the approximation result of
Theorem 7.18 is true for k € (3/2,2) provided

inf u— vl + Allu — vll oy + ¥l = vle ) < CF e oy,
v N
| ]

Remark 7.20. The approximation properties of Vi stipulated in Theorem 7.18
required simultaneous approximation properties of Vy in three norms. Such
results were established in Theorem 2.6 and Proposition 3.11. "

A Results from Analysis

Theorem A.1 (universal extension operator). Let Q C R? be a Lip-
schitz domain. Then there exists a linear operator E : L'(Q) — L'(R?) with
the following properties:

(i) (Eu)|q = u for all u € L*(£).
(i4) For each k € No, p € [1, 00], there exists C > 0 such that || Eul|yr.»gay <
Cllullwrnqy for all u € WrP(Q).

Proof. See [99, Chap. V1.3]. O

Theorem A.2 (multiplicative trace theorem). Let Q@ C R? be a Lip-
schitz domain, s € (1/2,1]. Then there exists a constant C > 0 such that for
all w € H*(Q) the trace you = ulaq satisfies

/(2s) H ||1/(25)

[voullr200) < C||u||L2(Q Ho(Q)"

Proof. The case s = 1 is well-known (see, e.g., [23, Prop. 1.6.3]). For the case
s € (1/2,1), a proof that is based on elementary techniques can be found in
Exercise A.3. A short proof resting on the theory of interpolation spaces is
as follows. From [104, Thm. 2.9.3], we can infer the trace theorem

loullL2a0) < Cllull grrz gy, (A1)

where the Besov space B;ff(ﬂ) = (L*(Q), H'(2))1/2,1; here, the K-method
of interpolation, [15,104] is employed. For s € (1/2,1], the reiteration theo-
rem then allows us to recognize B;ff as an interpolation space between L?((2)
and H*(R2), namely, By’ () = (L2(2), H*(2))o,1, where 6 = 1/(2s). Insert-
ing into (A.1) the interpolation inequality ||u||321/2(9) < Collull}z Q)HuHHS )
then gives the desired result. 0O
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Ezercise A.3 (alternative proof of Theorem A.2). The present exercise illus-
trates a very useful device of analysis, namely, how scaling arguments can
lead to multiplicative bounds.

For simplicity, consider the case Q = (0,1)¢. Write I" := R?~! x {0}. Using
the extension operator of Theorem A.1, we may assume u € H*(R?). Proceed
in several steps:

(a) Starting from the estimate [v||z290) < Cllv| g (o) for all v € H*(Q),
show that

vll2cry < C vl L2ray + 0] g (re)) Vv € C5°(R?) (A.2)

where we recall that | - | s (gay is defined as the Slobodeckij norm (1.1).
(b) By scaling (i.e., considering the function u(x) := u(Rx)) show that (A.2)
has actually the form

lol2r) < C [Rlold s + B> old ] Vo€ CRRY (A3)

for arbitrary R > 0.

(¢) Choose R in (A.3) suitably to obtain [|[v]|2, p < Cllvl|7ai 0] ey =

The following theorem shows that it is possible to cover arbitrary bounded
sets by balls that satisfy a finite overlap property:

Theorem A.4 (Besicovitch covering theorem). Let d € N. Then there
exists a constant Mg > 0 (depending solely on d) with the following property:
Let B be a collection of nondegenerate closed balls in R? with sup{diam B | B €
B} < oo. Let A be the set of centers of the balls of B. Then there exist
countable collections By, ..., By, C B such that each B;, i =1,..., Mg, is a
collection of disjoint balls and

My

Acly U B

i=1 BEB;

Proof. See, for example, [112, Thm. 1.3.5] or [40, Sec. 1.5.2]. O

B Properties of Polynomials

Theorem B.1 (polynomial approximation). Let B C R be a ball of
diameter h < 1. Then for each polynomial degree p € Ny there exists a linear
operator Q, : L*(B) — P, with the following properties:

Qpu=1u Yu € Pp, B.1)
(min{F LR =4y ypra(py, 0< s < k. (B.2)

—~

v — Qpullws.asy < Cpgrh
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Here, the notation (-)4 represents the function x — (x)4 = max{xz,0}. The
constant Cp 41 depends only on p € Ny, g € [1,00), d, and k > 0. The bound
(B.2) also holds for ¢ = oo if k and s are restricted to integer values s,
k € Np.

Ifqe (1,00) and k > d/q or if g =1 and k > d, then additionally

lu — Qpul LBy < ép,q,khmin{p+l’k}_d/q||’u’||W’WZ(B)a (B.3)

where C’pyqyk depends only on p, q, d, and k.

Proof. The L*®-bound (B.3) will be treated in the following Exercise B.2.
We elaborate the arguments of [23, Chap. 4] in order to show the statements
(B.1), (B.2). We proceed in several steps.

1. step: Let F' : B1(0) — B be an affine bijection. We define u — Qpu by
(Qpu) o F := Qp(uo F), where Q, : L'(B1(0)) — P, is defined as in [23,
Chap. 4]. From [23, Prop. 4.3.8 and Cor. 4.1.15] we have

@pu =u Yu € Pp, (B.4
1Qpullwm.os (8, (0)) < Comllull 1By (o)) for any m € No.  (B.5)

~—

(B.4) implies (B.1). We therefore turn to the proof of (B.2). We set p :=
min{p+1, k}, let v € P, be arbitrary, and calculate for s € [0, ] using (B.4)
and the stability result (B.5)

[Ju— QPUHWS"?(Bl(O)) <lu-— QpUHWm(Bl(o))
< = vllwwas, o)) + 1@p(w — V) lwea(s,(0))
< lu = vllwwas, 0y + Cll(w =)L, 0)) < Cllu —vllwua(s, o). (B-6)

2. step: In order to employ scaling arguments, we have to replace the full
norm on the right-hand side of (B.6) by a semi-norm. The technique for
doing this can be traced back to [21,31] and is based on a compactness ar-
gument: From Rellich’s theorem, [39, Chap. 5.7], we have that the embed-
ding W*4(B,(0)) cc W*14(B;(0)) is compact for k € N; for k = k + s
with & € Ny and s € (0,1) we have W"4(B,(0)) cc WH4(B(0)), [104,
Sec. 1.16.4, Thm. 2]. Reasoning in the same way by contradiction as in the
classical proof of the Poincaré inequality (see, e.g., [39, Sec. 5.8.1]), we can
infer for p € Ny with p >k —1

Jnf lu = vllwras, o) < Clulwras ) Ve e Wh1(B,(0)).  (B.7)

3. step: Since v € P, in (B.6) is arbitrary and p < p+ 1, we get for s € [0, u]

lu — Qpullwea(s, (o) < C inf [lu—vlwuasi©) < Clulwia o)
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By transforming to B and observing how the semi-norms | - [we.a, |+ [wu.a
scale (cf. (1.1)) we obtain the desired bound (B.2) for s € [0, y.

4. step: It remains to see the bound for min{p+ 1, %k} < s < k. This can only
happen for p+ 1 < k. But then p+ 1 < s and an easy calculation shows that
|Qplwe.a(m) = 0. We conclude for the semi norm

|u — QPU|WWI(B) < |U|Ww(B) =+ |QPU|WWI(B) = |U|Ww(B) < CHUHW’WZ(B)-

This allows us to obtain the desired bound (B.2) for the case min{p+1, k} <
s<k. O

Ezercise B.2. Show (B.3) by proving the following two results.
(a) Show the following generalization of (B.7) for p+ 1 < k and © := B;(0):

inf lu=vllwra) < Clulweria@ + D lulwsa) + [ulweo)-
P jEN

p+2<j<k

(b) The parameter k in the statement of Theorem B.1 is such that the Sobolev
embedding theorem W*4(B;(0)) C L>(B1(0)) holds. By proceeding as
in the proof of Theorem B.1 show the estimate (B.3). ]

Theorem B.3 (polynomial inverse estimates). Let p € No, d € N, k €
N. Then there exists a constant C > 0 depending only on p, d, and there
exists a constant Cy depending only on d, p, k such that for any ball B C R¢
of radius h <1 there holds for all m € Pp:

|7/l oo () < Ch™Y2||7|| 12y,
|7l ey < Coh™ |7l 2(m)-

Proof. For h = 1 this estimate follows from the equivalence of norm of the
finite dimensional space P,. The general case h # 1 follows by a scaling
argument (see also [23, Lemma 4.5.3]).

Lemma B.4. Let By C By C R? be two balls of radius ry, T2, respectively.

Then

27’2 P
I7lloe(By) < (?) 7l (B)) v € Pp. (B.8)

Proof. To show this, we employ the following one-dimensional Bernstein es-
timate for r > 1, [33, Chap. 4, Thm. 2.2]:

H7T||Loo(,r7r) < ’I“pHﬂ'HLao(,lJ) V1 e Pp. (B.Q)

Let By = By, (x1), Ba = By, (22). Let y € By, (x2)\{z1} be arbitrary; let I be
the line passing through the points y and z1. Then the length of [N By is 21
and the length of INB,., (x2) is bounded by diam B, (z2). Since the restriction
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of  to [ can be viewed as a univariate polynomial, the one-dimensional result
(B.9) implies

diam B, (z2)\” 2r9 \ P
7)) < rllmo < (P2 oy < (22) Wrlomio.

Since y € By, (z2) was arbitrary, the desired bound (B.8) follows. O

C Approximation with adapted function systems

In this appendix, we prove Theorems 5.13, 5.14, and 5.17. These results are
restricted to two-dimensional problems and make use of complex variables.
We will identify R? with the complex plane C where appropriate without
explicit mention.

C.1 The theory of Bergman and Vekua

We consider equations of the form
—Au+ adyu + bdyu + cu = 0 on 2 C R?, (C.1)

where the constants a, b, ¢ are real. The theory of S. Bergman [16] and
L.N. Vekua [105] asserts the existence of a bijection between (suitably nor-
malized) holomorphic functions and the solutions of (C.1). This bijection is
even bicontinuous in Sobolev norms:

Lemma C.1. Let Q C C be a simply connected Lipschitz domain. Fix zg €
Q. Let H := {¢]| ¢ holomorphic on Q and p(zo) real}. Then there exists a
linear map ReV with the following properties:

1. ReV(y) solves (C.1) for every p € H.

2. For every solution u of (C.1) there exists a unique @ € H such that
ReV(p) = u.

3. IReV (o)l () < Cllell gy for all o € H and k > 0.

4. Ifu € H*(Q), k > 1, solves (C.1), then the corresponding p = ReV ! (u) €
H is likewise in H*(Q) and ||@| gr () < Cllul| g (q)-

In the last two estimates, the constant C depends on k, €, and the differential
operator.

Proof. See [80]. Corresponding bicontinuity results in Holder spaces have
been obtained in [38]. O

Remark C.2. The case of Laplace’s equation is particularly simple. Then ReV
reduces to the operator Re, i.e., taking the real part of a holomorphic function.
Lemma C.1 can be generalized to the case of real analytic coefficients a, b, ¢;
we refer to [80] and [16,105] for the precise statements. .
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An important observation is that the operator ReV can also be computed for
Helmholtz’s equation. For zg = 0 and writing (z,y) in polar coordinates, it
is shown in [80] that

ReV[z"] = n! (%) cos(np)Jp (kr), (C.2a)
ReV]iz"] = —nl! (%) sin(nep)Jp (kr); (C.2b)

here and in the remainder of this section (r, ¢) denotes polar coordinates, i.e.,
T =1 cosp, y = rsin p; the functions J,, are the first kind Bessel functions.

C.2 Proof of Theorems 5.13, 5.14

The approximation properties of the spaces V(p) of (5.8) are proved in [80].
The purpose of the present section is to show how the approximation prop-
erties of W(p) (see (5.7)) can be inferred from those of V(p). To that end,
we need to approximate the functions €% .J,,(kr) from W (p):

Lemma C.3. Let the spaces W(p) be defined by (5.7). Then there exists
C > 0 independent of n € Ny and p € N and there ezists, for each n € Ny, a
function v € W (p) such that for all R > 1, (z,y) € R?, k > 0 we have

1€ T (k1) — (2, y)| < Cenfiehe (vl =pl/e
IV (™2, (kr) — v(z,y))| < Ce™(1 + kel)eke™ (zl+lvDg—pR/e
Proof. Given n and p, we will construct the function v € W (p) explicitly.

1. step: We start by deriving an integral representation for e!"#.J,, (kr). From
[46, 8.411] we have for z € C the integral representation

Ju(z) = = / e~ MOFizsO g, (C.3)

Next, we recall x = rcosp, y = rsiny, and we get using the periodicity of
the integrand in (C.3)

RET/2N0 T () — /2 gine /F o in(0+o+m/2)+ikr sin(0+9+7/2) g

—T

™ ™
— / e—in@+ikr{cos€cosLp—sinesinga} do = / e—inG-l—ik{wcosG—ysin@} do
—r -7

_ / efin0+ik{93 cos O+ysin 0} do. (04)

—T

By differentiating under the integral sign with respect to z and y, we obtain
a similar expression for the gradient of e?.J, (kr).



Meshless Methods 63

2. step: For p > 0 we define the strip S, := {z € C||Imz| < p}. We claim
that the Fourier coefficients g, of periodic functions g that are holomorphic on
astrip Sg decay exponentially. For p < R the expression g, := sup.¢g, |9(2)|
is finite and an m-fold integration by parts gives for v # 0

— 1 " —ive _i l " —ivh  (m)
9 =5 ﬂre g(0)do = (iy) / e 7g\™(0) db.

2T r

Using the Cauchy integral representation formula we get for v # 0

1 m! 0 9(0 —i—t) m!
—— el de dt —_—
2w 27i (11/) 7{” p/_,r m+1 (P|V|)mgp

The parameter m € Ny is at our disposal. We choose it as ||v|p/e| and get,
using the generous bound m! < m™

m |v|p/e—1
_m (ﬂ) < (|V|P/e) _ e lvlore,
(plv)™ = \plv| vlp

Thus, we arrive at

lgu| = <C

lgv| < eefp“"/egp YveZ

and conclude

S Il = eI, (€3)

lv|>p

3. step: For p e N and §; := -7+ 27”3', j=0,...,p—1, we denote by Tj, the
trapezoidal rule for integration on the interval (—m, ), i.e.,

2T Pl
= E f(ej)
p =0

The rule T}, is exact for trigonometric polynomials of degree p — 1, i.e.,
T,f = f(8)do VfeT, = span{e’® e |j=0,...,p—1}.

Hence, if the periodic function ¢ has the Fourier representation g(6) =
> ez 9ve?, we can bound

’/ g9(0) do — Thyg

4. step: We observe that an approximation of ei"%.J,,(kr) from W (p) can be
obtained by applying the trapezoidal rule to the integral (C.4). We set

<A4r inf |g — o0 <4 Y .
<dm inf g = vlim(nm <473 lal (CH)

lv|>p

9(9) — le—inw/Qe—inG-i-ik{w cos 0+ysin 0}
™
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and note v := Tpg € W(p). It therefore remains to get bounds on the error
e"? J,,(kr) — v. The function g is entire, and we can bound for any R > 0

sup |g(z)| < enfiehe (el +lvD), (C.7)
2€ESR

Hence, we get by combining (C.5), (C.6), (C.7)

679 1, (k) — o] < 4m 3 |gy| < CerReke e+l e=pR/e,
lv[>p

where the constant C' > 0 is independent of n, p, R > 1, and z, y.

5. step: The bound for the gradient V(ei"? J,,(kr) — v) is obtained similarly:
By differentiating under the integral sign, we have the representation formula
0% I ( f 0,9(0) db; by linearity of the operator T}, we have 0, v =
T, (0:9)- Reasonlng as above then gives the desired bound. O

Proof of Theorems 5.13 and 5.14. It only remains to prove the approximation
properties of the space W (p). We will only show Theorem 5.14 and leave the
proof of Theorem 5.13 to the reader. Let 2 be star-shaped with respect to
the ball B,(0). The real and imaginary parts u; := Rewu and uy := Imu
of the complex-valued solution u of the Helmholtz equation also solve the
Helmholtz equation. Additionally, [[u1] g ) + vzl gr @) < Cllullgrq)-
From the approximation properties of V(p) detailed in (5.10) and the obser-
vation (C.2) we have the existence of holomorphic polynomials P; € Hy of
degree N such that

I N\ MED
- ) . (C.8)

H’u] RGVPHHi(Q <C( N

Lemma C.1 asserts that ReV is bicontinuous in Sobolev spaces, so we get
18511 () < CllReV Pyl g1y < C (C.9)

for some C' > 0 that is independent of V. We now approximate ReV P; from
W (p). To that end, we write the polynomial P; as P;(z) = ZTJLO Ap, ;2"
Cauchy’s integral representation then gives

1 P;(t)

4 = BV A
2w fyz e ()T

The bound (C.9) and Lemma C.8 then imply

1
Pl oo <
1Bl o= (B,/2(0)) < Vdist(9B,/2(0),0B,(0))

I1Pjll2B,0) < C

for some C' > 0 independent of IN. From this, we infer for the coefficients a,, ;
of the polynomial P;

1
|an7j|§ (/2) ||P ||L 2(B, 0))— W
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In view of (C.2) and Lemma C.3, we can approximate for p > N

v

N n
2 R
inf ReV P, — <C P nR 1+-k Ry ke diam Q 7pR/e.
elélv(p)H =0l ) < 7;0|an7]|n <k:) " (1+ke™)e e
Here, the constant C' > 0 is independent of the parameters R and N, both
of which we will now choose. We estimate

N 92 n

> lan jlnte™® (E) < CN1eO TN

n=0
for suitable C, v > 0 independent of N, R. Choosing now (ignoring the
complications do to rounding p/logp to the nearest integer)

N=2 (C.10)

logp

we can bound log N! < Nlog N = 1o§;p log(p/ logp) < p to arrive at

N 9 n

’
Z |y, j|nle™f (—) <Ce'?
n=0 "

for some C, v/ > 0 independent of p and R. Hence, choosing R > 0 sufficiently
large allows us to estimate

inf ||ReV P; — v|| g1y < Ce P, C.11
duf I ReV i = vl < Ce (€.1)

for some appropriate b > 0 independent of p. The triangle inequality |ju; —
vl 1) < |luj—ReV Pyl gi(q)+ || ReV P; —v|| g1(q) and making use of (C.8),
(C.10), (C.11) allows us to conclude the proof. O

C.3 Two-dimensional elasticity

For complex-valued functions, we use the standard abbreviations 0, = %(896 -
i0y), 0z = 1(8, +10,). As discussed in (5.14), the displacement field (u,v)
can be expressed on simply connected domains in terms of two holomorphic
function ¢, 1. We can then check that

207 (u + iv) = —zp(m+1) — 4y(m) (C.12a)
ox +0y =2Rey, (C.12b)
2010, (u +iv) = (k+1)Re¢’ +i(k — 1) Im ¢/, (C.12¢)

where the stresses o, 0, are defined in Section 5.4. It will be convenient to
combine the components of the displacement field (u,v) into the complex-
valued function

u(z,y) = u(z,y) +iv(z, y).
The next lemma shows that the functions ¢, 1 appearing in the representation
formula (5.14) inherit regularity from the displacement field u:



66 J.M. Melenk

Lemma C.4. Let Q C R? be star-shaped with respect to a ball By (z0). Let
the displacement field u = u + iv € H*(Q) for some k € N. Let zy € Q. Let
@, ¥ be the holomorphic functions appearing in the representation formula
(5.14), which are uniquely determined by stipulating v(zo) = 0. Then

el ax ) + 1P ae-1Q) < Cllullgr ),

where C' > 0 depends only on the Lamé constants, upper bounds on diam (2,
and lower bounds on p.

Proof. We will only show the case k = 1 and leave the case k > 1 to the
reader. Equation (C.12b) implies that Rey’ € L*(2) with || Re¢’||12¢q) <
Cllullg1 (o). Equation (C.12c) then shows that also Im¢’ € L*(Q) with
[ Tm ¢'|| 2(0) < Cllull g1 (q). The condition (zp) = 0 then allows us to infer
from Lemma C.9 that [|¢||r2) < C|l¢'||L2(q) for a constant C' > 0 that
depends only on upper bounds on diam {2 and lower bounds on p. Finally,
we use once more the representation formula (5.14) to get the desired L?
estimate for ¢». 0O

Lemma C.5. Let Q@ C C be a domain and define for ¢ > 0 the set Q. =
{z € Q|B.(2) C Q}. If f, g are holomorphic on Q and satisfy f € H*(52),
zf'+g€ H(Q) for some s € [0,1], then

12f + gl i) < Ce¥ I flm=) + |12 + Tl =) } -

Proof. The case s = 1 is trivial and the case s = 0 is very similar to the case
s € (0,1). We have to bound the L?(£2.)-norms of

0:-(= +3) =T, 0z +7) =2]"+y.
By an interior estimate for holomorphic functions, [80, Lemma 2.4], we have
for each s’ € [0,1] a constant Cyy > 0 such that for all f € H* (Q) that are

holomorphic on )
1£ 2200y < C® M f I ay- (C.13)

For the bound on zf” 4+ ¢’ we use Cauchy’s integral representation formula
to get for z € Q.

zF"’?:iﬁ _ mdt

27i (z — )2
1 tf(t t)— (zf
L WO EEOE o
2mi |[t—z|=e (Z - t)
For the second term, we used additionally f‘z_ tl=e (z—#tﬁ dt = 0. For the first

integral in (C.14), we observe that |t —z| = € implies Z—t = ZE—_Zt and recognize
the first integral to be

gl G-brw 2 7't
/ L i

i (z—t)2  202mi fi L. (2 —t)3

2
_ € m
dt = 2!f (2).
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Together with bounds on the second integral, we arrive at

7

Ir/ _ (= 2
< CAf ()2 + et sup ltf'(t) +g(t) (§f2(2)+9(z)| _
t€B. () |z — t|2+2s

Upon integrating in z € Q., we can bound &(|f"||2(0.) < Ce* 7| f| =
if we note Q. C Q.3 C Qo3 C Q and use (C.13) repeatedly, namely,
twice with s’ = 0 and once with s’ = s. For the second term involving the
supremum, we use the interior estimate (C.22) to bound the supremum and
then integrate in the z-variable to obtain the desired result. O

Lemma C.6. Let Q be star-shaped with respect to the ball B,(0). Let m € N,
s € [0,1). Let the displacement field (u,v) be in H™T5(Q). Define the function

g(t) :=2p (u((1 — t)2) +iv((1 - )z)).
Then fort € (0,1/2)
lg"™ DOl z2) + 9" @)l (@) < O™ ullgmre(y. (C.15)

Proof. We will only show the bound on g™, the other one being handled
similarly. Using the representation formula (5.14) for u = u + iv, we write

o(t) = —(1 - )= (@ D) - B0 - )))+fw((1*t)2)7
9" (1) = [—(1—t>w<m+l (@) - 5000 9)| 2
Fme <m><<1—t>z>+ K2 (1 - 1)2)
0.9 (1) = (1~ (2 g~ )2) + m(—2)" (1~ 1)2)
a2t —1)2)]
090 (1) = (1~ )[~(1 ~ )z (L D2) — gD (1~ D2)| ()
— m[ (1~ )zt~ 8)2) — SO~ )] (2]

d
+mz— [(=2)m= 1o ((1 - t)z)].
The estimate (C.15) follows from the change of variables ¢ = (1 — t)z, the
observations (C.12), and Lemma C.4. An additional ingredient to the proof
is the fact that there exists C' > 0 such that Bey(z) C €2 for all z € (1 —¢)Q
so that Lemma C.5 can be employed. O

Lemma C.7. Assume the hypotheses of Lemma C.6. Let Ty, be the Taylor
polynomial of g about the point to = € that is evaluated at t =0, i.e.,

O IO

V!
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Then T,, is defined on %EQ and
1Tl 222y < Cllullam (o), (C.16)
Tl b1 (2 rpy < Ce™Hull ), (C.17)

19(0) = Tl z2() + €ll9(0) = Timllzr @) < Ce™ ™ ul|gmss (). (C.18)

Proof. The bound (C.16) follows from the change of variables { = (1—¢)z, an
inspection of the definition of the terms ¢\), j = 0,...,m, equation (C.12),
and Lemma C.4. The proof of (C.17) follows along the same lines. Estimating
d.g"™)(t), however, requires additionally to use Lemma C.5 and the obser-
vation that 1——15/29 C {2z € $=9Q|B.(z) C -9} for some &’ ~ e. In the
bound (C.18), we will only show the H!(Q)-estimate. We will also exclude
the case m =1, s = 0, which we leave to the reader. We choose § € (0,1/2)
such that 2(m — 1) —2(1 — s) + 2 > 0 and recall the Taylor formula

9(0) = T = == (=) "g ™) () -

0
L [ e

The first term can be bounded by ™71 [||ul| gm+= () + V]| grm+s(a)] by
Lemma C.6. For the integral, we estimate

0
‘/g(m)(t)tm_ldt
€

which can again be estimated in the desired fashion using Lemma C.6. O

2 € €
S/ ”g(m)(t)”%{I(Q)tQ(l—s—é)dt |t—(1—s)+§+m—1 |2dt,
H(Q) J0 0

Proof of Theorem 5.17. Without loss of generality, we assume that (2 is star-
shaped with respect to the ball B,(0). For a parameter ¢ > 0 sufficiently
small, which will be chosen below in dependence on the polynomial degree
p, we define g and T}, as in Lemmas C.6, C.7. Then T, is defined on %_EQ
and, since g(0) = u, we get from Lemma C.7

[u = Tolls) < Ce™ 7 lul| gmis)y,  §=0,1. (C.19)

From the representation formulas for the ¢gU), j = 0,...,m, in the proof of
Lemma C.6, we observe that T}, has the form T}, = Ky —ch_’l—m, where 1,
Y1 are functions holomorphic on =€ and ¢1(0) = ¢(0) = 0. Lemma C.4
(together with the observation that the constant appearing in Lemma C.4
can be made independent of € € (0,1/2)) and Lemma C.7 then imply

o1l (r_q) + ||¢1||L2(ﬁ9) < Ol Tmllgr (1,0

1—e/2 e/2

< C€7l||u||Hm(Q). (C.20)

Since 1, ¥ are holomorphic on 1—169, they can be approximated on {2
by (complex) polynomials at an exponential rate. Namely, by Szegd’s ap-
proximation result (see [80, Thm. 2.6]) there exist complex polynomials g,
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Yap € Hy, of degree p such that

o1 — @apllwiee (@) < Ch™(1+h)"Plle1llL2(mezany), J4=0,1,2, (C.21a)
191 = Yapllwie ) < Ch™(1 4+ R)"Pllo1llL2(me(Lany), J=0,1,2; (C.21b)

here, L;, = {¢a(z)||z| = 1+ h}, where ¢q : C\ B1(0) — C\ Q is the
unique conformal map with pq(c0) = oo and ¢g(co) > 0. The constants
C, a > 0 are independent of h and p. By geometric considerations (see [80,

Lemma 2.3]), we can ascertain the existence of D > 0 such that for h* = De

we have Int Ly, C 1——15/29 Hence, combining (C.19), (C.20), (C.21), we can

conclude for j € {0,1}
[u— (_ZFap — Yap + £0ap) || 13 ()

< Ce™ I ey + £ (1 + (D)) el e,

Choosing )
b
cl K <log(p+ 2))
p+2
for sufficiently large K gives the desired bound stated in Theorem 5.17. O

Lemma C.8 (interior estimates for holomorphic functions). Let Q C
C be a domain. Define for € > 0 the set Q. := {z € Q| B-(z) C Q}. Then for

any function f that is holomorphic on §2
1

i) <
[ fllzee (0. < —

I1fllz2()- (C.22)
Proof. The proof can be found, for example, in [76]. For the reader’s con-
venience, we reproduce it here: For fixed z € ). we use Cauchy’s integral
representation theorem to write for any r € (0, ¢)

L% G / F(z+70) |dt
lt|=r 9B1(0)

2mi —t
Multiplying this equality by r and integrating over r from 0 to e gives, if
we note that the right-hand side integral is then an area integral in polar
coordinates,

1

7)) = N

€
rdr

Lo = 87" z r:i
3G = [ el

27TO

/ f(z+rt)|dt|
8B1(0)

1/2
5 8/ 5 €
fz+rt)|7 |dt|rdr = ——=|fllr2(B.(2))-

Since z € ). was arbitrary, the proof is complete. 0O

<
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Lemma C.9. Let Q) C C? be star-shaped with respect to 0 and assume that
B,(0) C Q. Then for f € H(Q) holomorphic on Q we have

1 <2diamQ)2
_+ -
T P

1/2

If— f(O)HLZ(Q) < V2diam Q Hf/HLZ(Q)- (C.23)

Proof. We define ¢ := p/(2diam Q) < 1. Since €2 is star-shaped with respect
to 0, we can write for z € by integrating on the line connecting 0 and z

1 5 1

zf'(tz)dt + / 2f'(tz) dt.

t=0

1) -10) = [

t=0

2f'(tz) dt = /

t=0

For the first integral, we note that ¢t € (0,9) and z € Q implies |tz| < p/2.
Hence, Lemma C.8 implies

5 .
& diam 2 1
"(tz)dt| < —=—=1f"ll L2 < —=f"lr2)-
[ erena) < R e, < 1 e
Thus,
area((Q) ! 2
17 = £ < 22y +2 [ | [ or'esya

The second term is treated as follows: First, the Cauchy-Schwarz inequality
is applied to the inner integral; then the order of integration is switched, and
finally a change of variables { := tz is performed. This leads to

1 2 . 2
diam Q2
// Zf/(tz)dt‘ S( ) 11720
alJe o

=5
Combining the above estimates leads to (C.23). O
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